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Abstract

With the community of online reviewers growing rapidly, we find it increasingly difficult to digest all the information within a limited time. Users’ requirements raise an interesting problem not well studied yet: how to discover the high quality product reviews? We believe a good solution will provide at least two types of benefit: 1) Rank reviews in terms of their quality. This could improve user experience by enabling them to learn more with a few detailed high-quality reviews instead of review outlines of irrelevant content and spam. 2) Automatically summarize user opinions. Researchers have studied this problem for years and are trying to assist users in getting the main products information concepts more efficiently. With this respect, low-quality content will definitely degrade the accuracy performance of any algorithm on this task. For the purpose of quality prediction, previous research thoroughly examined various properties of product reviews based on their content. Although some promising results have been obtained, we believe there is still room for improvement. Overall, we explore the topic of review quality from two aspects: 1) to filter out noisy data. Here we leverage classification techniques to differentiate real product reviews from other types of reviews and spam. Indeed many articles that fall under the label “product reviews” really belong to three groups: product reviews, feedback for retailers, and commercial spam. The empirical results show that this research could be put into practice with sufficient training data. 2) To assess the quality of a review we also take into consideration another information resource: the behavior of a review author in an e-commerce community. Our requirement is that after the noise filtering step, all product reviews must be ranked according to their quality. The common methods for this type of task are usually based solely on the
analysis of the text of the review. By contrast, we performed a high-level analysis on two kinds of data: product reviews and deal transactions. An interesting finding reveals that review quality is not only related to their content, but can also be derived from the behavior of the review author. Therefore, in order to inspect review quality from the perspectives of human credibility and expertise, we consider the following three features: the author personal reputation, the “seller degree” that reflects if the author is also a seller, and the “expertise degree”. Our experiments show that the addition of these features increase the performance of the review quality ranking. Furthermore, we propose an evolving model given the above observations. The model is able to generate the basic characteristics of the review community, especially when the above three features are taken into consideration. In addition, the model could help us make more reasonable predictions for concerning the evolution of the review community.
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Introduction

In the Web 2.0 era, the e-commerce industry is becoming increasingly energized because of the content contributed by Web users. Statistical marketing reports from 2006 state that at least 70% of online shoppers read reviews and that 60% of shoppers are more likely to purchase from a site containing product ratings and reviews. Meanwhile, retailers are more willing to advertise on these sites. In such business environments, research on opinion mining for product reviews has drawn considerable attention (Pang et al., 2002; Barabasi and Albert, 1999; Pang and Lee, 2005; Hu and Liu, 2004; Mishne and Glance, 2006). The major topics in this area include product features identification, user sentiment classification and opinion summarization, all technologies that are geared toward helping users estimate products reputation more efficiently.

Unfortunately, people sometime leave unrelated or even spammed content on internet. Reviews of products are not exceptions. Let’s take eBay Reviews & Guides as a sample (http://reviews.ebay.com). eBay is a client-to-client e-commerce site and customers often get confused between the product review portal and seller/buyer feedback profiles. In fact, feedback for sellers is often found among product reviews. For instance, “Camera and service were as described and seller treated us fine but we just paid too much...shipping is fast...”. Even worse, some commercial spam can also be found among product reviews, for example, “This is a great gadget but very expensive, I'm glad i found www.ultimate-free-gifts.co.uk where i got it for free...”. If we attempt to organize information using opinion mining techniques on such a noisy dataset, we believe that no approach achieve any high level of accuracy. More important, high quality information will become much more precious to users if they have to dig through huge amount of articles. Therefore product review quality can be seen as another contributing factor if we go beyond the scope of opinion summarization or the analysis of brand reputation influence.

Initial study confirms the necessity of this research. The first branch in this area takes care of the noise issue. Jindal and Liu (2007) showed the existence of duplicated and spammed reviews by reporting some statistics in several product domains. They extracted various features, such as rating and title length, to detect low quality articles. We follow their idea of detecting duplicated content. Besides that, we also try to detect the feedback for seller on eBay site in this paper.

Another branch of the quality study addresses the ranking issue. Here removing unrelated content is not sufficient. Systems should tell users which articles contain valuable information, from the product review angle. Kim (Kim et al, 2006) and Zhang (Zhang and Varadarajan, 2006) tackled the quality issue by leveraging the review “helpfulness” voting from readers. They viewed the task as a ranking problem and tested regression models on it. Liu et al. (2007) initiated a series of experiments by incorporating content information with some other review features. After observing extensive e-commerce data, we found that substantial clues can also be acquired from the behaviors of the authors behind the documents. For example, a person who has used many types of digital cameras will have more insights on the performance of different cameras. Thus, his opinions will be more reliable and valuable for readers to make purchase decisions. We attempt to infer such information from review author's behavior on e-commerce sites. To the best of our knowledge, it is the first attempt of systematic study in this direction. We expect that this exploration can help improve the performance of review quality assessment.

Based on above observations, we think the research on review quality could be improved from at least the following two aspects: 1) Discover more obvious noisy data like feedback for retailer and commercial spam. 2). Assess product review quality from more aspects with the involvement of user online activity. For the first aspect, a new kind of noise: feedback for seller is introduced. We follow the normal practice and adopt a classification
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technique – support vector machine (svm). the three groups for classification include product review, feedback for seller and commercial spam. we conducted 5-folder cross validation on the test dataset and the empirical results is really convincible.

for the second aspect, we define two concepts from user behavior: credibility and expertise. credibility is motivated by the observation that only reliable information can be trusted by readers, while expertise is based on the common practice that senior users with more domain knowledge will contribute more valuable information to a community, especially the review sites. In another word, we assume that a review has a satisfactory quality only if it is full of real and professional opinions. In the scope of the two aspects, we design three features including personal reputation, seller degree and expertise degree, and attempt to extract them from user behavior accordingly. a reputation system is indispensible for any e-commerce site. personal reputation of one user could be represented by using a feedback score rated by others on such sites. seller degree means to indicate the role that the user performs in transactions, i.e. more like a seller or a buyer. the reason to involve this feature is that we wonder if sellers have any advertising behaviors. it becomes necessary to assess the credibility criterion from another perspective. finally, expertise degree is devised to measure how good domain knowledge one user has on a specific product. after proposing above features, we need a series test to investigate the significance of each feature for estimating review quality. now a new question comes into our mind: is there any objective evaluation metric exist for this task? one of the reasonable answers, we suppose, is human wisdom. most review sites provide a feedback system for readers to vote for an article with “helpful” or “not helpful”. similar to the work introduced in (kim et al., 2006; zhang and varadarajan, 2006), we leverage the information of “helpful” votes. the correlation between each feature and the portion of “helpful” votes is examined with spearman rank coefficients and linear regression analysis. experimental results show that the three features have strong relationship with review quality when we employ “helpful” voting as a kind of quality metric. moreover, we prove the effectiveness of those features by integrating them into previous research efforts. finally, we model user behaviors on e-commerce sites and their corresponding influences on product reviews by adapting a web graph modeling method (kleinberg et al., 1999; kumar et al., 2000; aiello et al., 2001; laura et al., 2002; eppstein and wang, 2002). the model further proves the necessity of involving user behaviors for better simulation results.

overall this paper makes three main contributions:

1. it refines noisy filtering task in product review by introducing feedback for seller.
2. it frames the problem of assessing review quality by considering behaviors of review authors which hasn’t been well studied so far. three features are devised in terms of two factors of a review.
3. it offers an evolving model to measure the effect of the three features in a simulation method.

the rest of the paper is organized as follows: we start with the brief review on the related work. next, the experiment of noise filtering is reported. after that, we study some basic properties of transactions and reviews on an e-commerce site. then three features are described and certain correlation analysis is performed. we also propose and evaluate a model for the relationship between author behaviors and the reviews s/he left. finally, we draw conclusions in the end of this paper.

related work

product review analysis is a major branch of opinion mining research (pang et al., 2002; barabasi and albert, 1999; pang and lee, 2005; hu and liu, 2004; mishne and glance, 2006). pang et al. (2002) used machine learning techniques for sentiment classification. after applying naive bayes, maximum entropy, and support vector machines on
movie review data, the authors found that for sentiment classification, standard machine learning techniques definitively outperform human-produced baselines. Dave et al. (2003) exploited information retrieval methods for feature extraction and classification of positive or negative electronics product reviews. They concluded that although the performance is not so good due to noise and ambiguity, the results are qualitatively quite useful. In further investigations, Pang and Lee (2005) presented how to predicate the review ratings, which was formulated as a problem of multi-class text classification. They showed that significant improvements can be achieved over both multi-class and regression versions of SVMs when the proposed similarity measure is employed. Hu and Liu (2004) proposed a feature-based opinion summarization system, which focuses on mining and summarizing customer reviews of products posted on Web sites. The authors pointed out that the task is different from traditional text summarization and demonstrated the effectiveness of the techniques using a number of review samples. In the domain of movies, Mishne and Glance (2006) studied whether applying sentiment analysis methods to Web log data will result in better correlation than volume only. The major finding is that positive sentiment is a better predictor for a movie’s success when related comments are posted prior to its release.

In another branch of study, researchers investigated the problem of review quality. The results reported by Jindal and Liu (2007) show that review spam and duplication are very popular. They proposed to perform spam detection via duplicate detection and classification. Spam detection was treated as a binary classification problem, spam and non-spam. Logistic regression was also used to learn a predictive model. In the process of model training and testing, Kim et al. (2006), Zhang and Varadarajan (2006) used the ground-truth derived from users’ votes of helpfulness provided by Amazon. The results in (Kim et al. 2006) show that the most informative features include the length of the review, its unigrams, and its product rating. Zhang and Varadarajan (2006) viewed the problem as a regression task, and built regression models by combining a diverse set of features. They found that the perceived utility of a product review highly depends on its linguistic style. Liu et al. (2007) conducted similar experiments by using more linguistic and product-related features, such as the sentence length, the number of product features and so on. After that, they also attempted to improve the opinion summarization by detecting and filtering out low quality reviews. However, these research efforts did not study filtering out noise like seller feedback, and focused on the metadata and plain-text of reviews. We try to tackle the quality issue in another way, by considering both noise issue and the author’s behaviors on e-commerce sites.

Feedback or reputation systems have been studied for years due to their importance for e-commerce sites. Recently, Khopkar et al. (2005) explored the usage history for a large panel of eBay sellers. Their analysis shows that behaviors of both sellers and buyers change in response to the changes in a seller’s feedback profile. Resnick et al. (2006) performed a randomized controlled field experiment of eBay reputation mechanism. They found that one or two negative feedbacks for new sellers did not affect buyers’ willingness-to-pay, which does not agree with our intuition. Our work differs from it in that we do not focus on the personal reputation impact on seller/buyer’s future transactions, but rather on the impact on the reviews s/he composited.

Previous work also analyzes the structure of the Web and seeks to model Web evolution (Kleinberg et al., 1999; Kumar et al., 2000; Aiello et al., 2001; Laura et al., 2002; Eppstein and Wang, 2002). The Web is viewed as a directed graph in which a vertex represents a Web page and an edge represents a hyperlink from one Web page to another. Kleinberg et al. (1999) measured a set of properties of a Web graph and proposed a new family of random graph models. Kumar et al. (2000) presented an evolving copying model which could generate more
bipartite cliques. In ACL models (Aiello et al., 2001), Aiello et al. expand the graph at discrete time steps with at least one vertex and at least one edge. Laura et al. (2002) proposed multi-layer model to capture the fractal structure of the Web generated by the presence of multiple regions within independent stochastic processes. Eppstein and Wang (2002) showed a steady-state model which results in a power law distribution without incremental growth. It has been found that we could model the user behaviors on e-commerce sites in a similar way, including make transactions, leave reviews and vote on reviews. Our work differs from Web graph modeling in that there are more than one kind of vertices and edges in a graph model. Basically, the vertices can be subdivided into users and reviews. The edges can be subdivided into three types of activities: transaction, review writing and review voting. This makes the modeling more complicated. The correlation analysis helps us create additional parameters to simulate the evolution better.

**Noise Filtering**

**Dataset Building**

We adopt eBay (http://www.ebay.com) as a test bed since it is one of the most matured e-commerce sites. Many types of e-commerce activities and review information are available on this platform. We study reviews in four popular product domains on eBay Reviews & Guides\(^3\), i.e., cell phones, DVD, digital cameras and MP3 players. For each sampled review, we gather the title, content, number of votes, number of “helpful” votes, reviewer ID and timestamp. Moreover, for each review author, we collect all transactions he/she get involved as a buyer or a seller. Considering that a user’s interests may change as time goes by, we focus on the ones that occurred either within 3 months before or within 3 months after the occurrence of the review. The transaction information gathered includes item title, item category, related feedbacks, feedback scores of sellers and buyers. Finally, we sample more than 155,000 reviews for 6,000 products, 37,000 reviewers and 285,000 transactions during October, 2008.

However, the 155,000 reviews cover not only reviews for product but also some noisy data like feedback for eBay seller and commercial spam. The first and most important step is to detect all non-review stuff. We treat this as a classification problem and divide all articles into three groups including product review, feedback and spam. The classification algorithm we utilize is SVM (Support Vector Machine). In order to verify the effectiveness of our approach, we took the following steps:

1. Randomly pick up 5,485 samples from all of the 155,000 articles and invited three human judgers to tag the data with Spam, Feedback and Product Review. We define a guideline and try to obtain the most objective results. More details of the guideline could be found in the appendix. Meanwhile we also found some complicated cases like a mixture of feedback and review. The samples are not expected to belong to more than one group here. We point out how to handle such cases in the guidelines.

2. After the human labeling, we could see the basic information of all groups in Table 1. As it can be seen, a high percentage (~23%) of the “product reviews” on eBay site is actually feedback for seller.

3. We did a multi-class classification through SVM-light\(^4\). The methodology is 5-folder cross validation. For evaluation metrics, we adopt micro-precision and micro-recall in context of classification (Yang, 1999). As it can be seen from Table 2, the accuracy performance for all the three categories is high and the research technique could be put into practice easily.

<table>
<thead>
<tr>
<th>Table 1 - Noise filtering dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td>Product Review</td>
</tr>
<tr>
<td>4,060</td>
</tr>
</tbody>
</table>
Table 2 - Precision and Recall for the three groups

<table>
<thead>
<tr>
<th></th>
<th>Product Review</th>
<th>Feedback for Seller</th>
<th>Commercial Spam</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precision</td>
<td>94%</td>
<td>91%</td>
<td>98%</td>
<td></td>
</tr>
<tr>
<td>Recall</td>
<td>97%</td>
<td>84%</td>
<td>90%</td>
<td></td>
</tr>
<tr>
<td>Overall Accuracy</td>
<td>93%</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Quality Measurements and Feature Design

We found that noise is just one issue for nowadays product review during the whole process of human labeling. Reviews have various qualities even if they are from the same site and same product. In this section, we attempt to get a rough understanding of review authors’ activities on e-commerce sites, which has not been fully studied in previous research work. First, we collect both reviews and transactions from the eBay platform. Then, we perform a high-level study on the two kinds of data. From the statistics, we draw two conclusions: 1) reviews have different levels of quality according to readers’ voting; 2) authors’ behaviors are very diverse across the whole community. After that, we explore whether there is any correlation exist between these two. Certain features are designed and extracted from transactions for the purpose of review quality estimation. A set of experimental data shows the effectiveness of user behavior in this task. To avoid confusion, the product review data we mention in the rest of the paper is the one with noise data removed.

Review Data Analysis

We first analyzed certain properties of reviews. On the eBay review site, readers are allowed to vote for any article with “helpful” or “not helpful”. The distributions of the number of total votes and the number of “helpful” votes are taken into consideration for all the reviews in the four product domains mentioned above. Figure 1 and 2 show the following two relations respectively:

1. Number of reviews vs. number of votes
2. Number of reviews vs. number of “helpful” votes

As it can be seen from these two charts, both two kinds of votes have a power law distribution. A power law relation between two variables can be defined as follows:

\[ y = \alpha x^k \]
Figure 2 - Log-log plot of number of “helpful” votes versus number of reviews

Figure 3 - Log-log plot of percent of “helpful” votes versus number of reviews
where and are constants. Figure 1 shows an almost straight line by taking logarithm scale on both axes. We can see that a small portion of the reviews attracts much more attention while a large number of reviews attract only little. As shown in Figure 2, the relation between the number of useful votes and the number of reviews also closely follows the power law distribution. In these two plots, is very close to 0.94 and is very close to -1.29. Figure 3 presents the relationship between number of reviews and percent of “helpful” votes. Although this distribution does not follow power law, it confirms the diversity of review quality and the necessity of our study.

Transaction Data Analysis

In our study, eBay users play a pivot role since they connect e-commerce and review communities. We conducted a user centric analysis using all transactions available. More specially, we center on two relationships:

1. Number of users vs. feedback score
2. Number of users vs. number of transactions

From Figure 4 and 5, we observe that distributions are also close to power law. In the first plot, is about 1.38 and is about -1.1. In the second plot, is about 5.61 and is about -1.81. Only a small portion of the users has high feedback score and high involvement in the business. We wonder if the behavior diversity will result in different review quality.

Another interesting phenomenon is related to the roles of sellers and buyers in transactions. To minimize the effect of noisy data on influence analysis, we first identify relevant transactions for each review from all the ones the review author participated in. The relevances between reviews and transactions will be introduced in the next section. In our experiments, a transaction and a review will be treated as related if the similarity between them is bigger than zero. The overall statistics on four product categories show that for a seller and one of his/her reviews, 67% of the related transactions occurred after the review. On the other hand, for a buyer and one of his/her reviews, 76% of the related transactions occurred before the review. In other words, sellers would like to write reviews before making transactions while buyers would like to leave reviews after transactions. One intuition behind this is that sellers usually promote their items via reviews and buyers usually make purchase decisions through reading reviews. The two percentage numbers indicate that the role of sellers/buyers in e-commerce may also impact product reviews.
Feature Design and Analysis

It is not easy to identify features directly from user behavior for the quality of product reviews. We attempt to evaluate the review quality from human understanding: Credibility and Expertise. Credibility indicates whether a review is trustable. Expertise indicates whether a review is full of professional knowledge in a specific domain. It is a challenging task to figure out credibility and expertise only from plain-text itself. To attack this issue we first introduce the concept of Transaction-Review relevance. Then, with this definition, several features are devised in terms of the two factors we conceive for review quality. Last, we study the correlation between the features and the percentage of helpful votes, which we use as a standard metric for review quality.

Transaction-Review Relevance

Personal credibility can be easily represented by feedback score on eBay site. However, gathering the information about user’s role and expertise is not an easy task. Thus, we introduce an important concept: transaction-review relevance (abbreviated as t-r relevance in the rest of this paper). Let’s take a case of digital camera. Two titles are selected: “Nikon D80 - The Camera You’ve Been Waiting For,” the title of a review from eBay Reviews & Guides, and “NEW!~NIKON D80 SLR DIGITAL CAMERA KIT 10.2MP,” the title of an eBay transaction. We think these two are very relevant because they talk about the same type of Nikon camera. We therefore apply the VSM (Vector Space Model) (Salton and Buckley, 1988) on a corpus composed of all the titles of reviews and transactions. The assumption behind is that the higher content similarity of such two titles, the higher relevance between a review and a transaction. Feature vectors are built using the TF-IDF weighting scheme. Cosine function is used to measure the similarity between a review and a transaction. Finally, we achieve a similar score what we call t-r relevance.
Features Design

We propose features include personal reputation score, seller degree and expert degree by assuming that they can potentially reflect credibility and expertise of a person.

User Credibility

Here we propose two for user credibility: personal reputation and seller degree
1. Personal reputation score

Reputation systems are crucial for e-commerce sites. At eBay.com, users are allowed to leave others positive, neutral or negative feedbacks for deals. A good reputation score indicates one’s honesty in transactions. As Figure 4 shows, the users with different levels of reputation participated in review writing activities. We wonder if the information provided by a person with a higher feedback score is more helpful for readers.

2. Seller Degree

This feature is devised based on user’s deal behavior. As mentioned previously, sellers and buyers handle transactions and reviews differently. It becomes more necessary to identify the user’s role in a transaction. As Figure 6 illustrates, we calculate a value named seller degree for a given review in three steps:

- Find all the transactions, including both buying and selling, from the author of a review
- Accumulate the t-r relevance between each transaction and the review. For all the transactions in which the author plays a seller role, the t-r scores are counted as as str, otherwise the scores are counted as btr
- Seller degree sd is defined as

\[ sd = \frac{\sum_{i=1,n} str_i}{\sum_{i=1,n} str_i + \sum_{j=1,m} btr_j} \]

The seller degree indicates how much a user contributed as a seller in all the deals. The transaction that is more related with the given review will have a higher weight. The value 1.0 means 100% seller role and 0.0 means 100% buyer role.

Expertise Degree

For a user, we also attempt to infer his/her degree of expertise from the goods s/he sold or bought. The assumption is that the users having many related transactions will be more experienced and are more likely to compose reviews with professional knowledge accordingly. Expertise degree is defined as follows where the t-r relevance is not grouped by sellers and buyers anymore.

\[ ed = \sum_{i=1,n} tr_i \]

Correlation Analysis

To verify the significance of the above three features, we need to choose objective metrics of quality evaluation. One intuitive way to measure the quality is to leverage the percentage of “helpful” votes from review readers, which is similar to the approach used in (Kim et al., 2006; Zhang and Varadarajan, 2006). However, we will face two issues if using the percentage straightforwardly.

1. Voting sparseness. When the voting is sporadic, the percentage will not be reliable enough. For example, “100% helpful of 1 votes” does not mean an article must be better than the one with “90% helpful of 100 votes”.

2. Voting spam. Similar to the spam mentioned in (Jindal and Liu, 2007), “helpful” voting can be spammed too. The reviews on the eBay site are less vulnerable to cheating since a reader needs to register as a eBay user and the same person cannot comment on his/her own articles. Nevertheless, the potential spam behavior is unavoidable.

We assume that bigger number of total votes means higher significance of statistics and lower risk of being spammed. Therefore, only the reviews that won votes above average are adopted in the experiments. After that, we study the relationships between the percen-
tage of “helpful” votes and the three features: user reputation, user role and expertise.

First of all, the Spearman rank correlation coefficient\(^7\) is used to measure the relationship between variables that are placed on an ordinal or categorical scale of measurements. Table 3 shows the rank correlations (rho) as well as the p-values of the features on all categories. As we can see, all the three features are strongly correlated with the percentage of “helpful” votes across all product categories. One interesting and expected observation is that seller degree has a negative impact on the helpfulness based on reader’s voting. We examined the data and found that a possible reason is that some sellers make too much advertisement for their products. This observation is consistent with the conclusion in (Jindal and Liu, 2007) that review spam is becoming more and more common on review sites.

From the above results, we can see that the several features are positively or negatively correlated with the percentage of helpful votes. Here we also utilize a linear regression model to automatically learn the weight of each feature. Regression is used to determine the relationships between two random variables \(x = (x_1, x_2, \ldots, x_p)\) and \(y\). Linear regression (Hastie et al. 2001) attempts to explain the relationship of \(x\) and \(y\) with a straight line that fits to the data. The linear regression model postulates that:

\[
y = b_0 + \sum_{j=1}^{p} b_j x_j + e
\]

where the “residual” \(e\) is a random variable with a mean of zero. The coefficients \(b_j (0 \leq j \leq p)\) are determined by the condition that the sum of the square residuals is as small as possible. Therefore the linear combination with \(b_j\)’s should be better than those with any other coefficients. In our case, the indepen-
dent variable $x$ can be the values of the 3 features, $x = \text{(Feedback Score, Seller Degree, User Expertise)}$, and the dependent variable $y$ can be the combined score, which represents the predicted percentage of helpful votes. In the above equation, each single feature is normalized by the corresponding maximal value. In that way, we could find out which feature plays a more important role in the linear combination. The learned coefficients for all four categories are listed in Table 4. It confirms the conclusion that we made based on Spearman rank coefficients, i.e., feedback score and expertise degree are positively correlated with percentage of “helpful” votes while seller degree is negatively correlated with the percentage of “helpful” votes. The coefficients are also used in the experiments of model validation in the next section. As the simulation results show, the characteristics are closer to the real dataset if we specially consider such features.

**Effectiveness of User Behavior**

We discuss a lot how the relationship between human behavior and review quality. A straightforward experiment is necessary to show whether we could improve this task by involving behavior feature. We selected one recent study (Liu et al. 2007), which is closely related to our work, and followed the experimental approach in that paper to build a baseline. The major steps include:

1. Annotation of quality. Human judges will subdivide the review articles into several groups including “best”, “good”, “fair” and “bad”.
2. Feature development such as informativeness, readability and subjectiveness
3. SVM model based classification and evaluation.

More details could be found at Liu’s publication (Liu et al. 2007). We also made two big changes to make the experiment fit out test environment better.

1. Product feature, which is one of the informativeness features in previous work. Since our review data is from eBay, we directly use the catalog information of eBay business site. The catalog has been build for decades in eBay to offer product feature level information. It’s definitely enough for the purpose of feature develop in the electronics domains we used.

2. Evaluation method. We did not adopt annotation method because we found the boundaries among “best”, “good”, “fair” and “bad” are not so clear. It’s really hard to get consistent results from different judges. Therefore the voting of “helpfulness” is still used here. We firstly sort all reviews in terms of the “helpfulness” percentage mentioned. Then the top 25%, the second 25%, the third 25% and the last 25% will be marked as “best”, “good”, “fair” and “bad” respectively.

3. Linear combination of different features. Liu et al. test several individual features separately but did not combine all of them to see if better accuracy could be achieved. We adopt a basic linear combination for this step, i.e. each feature has equal weight. This is named as “Combination A” in Table 5.

Finally we get the accuracy as follows:

<table>
<thead>
<tr>
<th>Feature</th>
<th>Cell Phone</th>
<th>DVD</th>
<th>Digital Camera</th>
<th>MP3 Player</th>
<th>All</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>rho</td>
<td>p-value</td>
<td>rho</td>
<td>p-value</td>
<td>rho</td>
</tr>
<tr>
<td>Personal Reputation</td>
<td>0.3704</td>
<td>&lt;2.3E-16</td>
<td>0.4618</td>
<td>&lt;2.3E-16</td>
<td>0.4401</td>
</tr>
<tr>
<td>Seller Degree</td>
<td>-0.7741</td>
<td>&lt;2.2E-16</td>
<td>-0.9361</td>
<td>&lt;2.2E-16</td>
<td>-0.8609</td>
</tr>
<tr>
<td>Expertise Degree</td>
<td>0.8199</td>
<td>&lt;2.2E-16</td>
<td>0.8037</td>
<td>&lt;2.2E-16</td>
<td>0.6357</td>
</tr>
</tbody>
</table>

**Table 3 - Spearman rank coefficients for the three features proposed**
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Table 4 - Linear regression analysis for the three features proposed

<table>
<thead>
<tr>
<th>Feature</th>
<th>Cell Phone</th>
<th>DVD</th>
<th>Digital Camera</th>
<th>MP3 Player</th>
<th>All</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interception</td>
<td>0.9788</td>
<td>0.9841</td>
<td>0.9867</td>
<td>0.9398</td>
<td>0.9382</td>
</tr>
<tr>
<td>Reed</td>
<td>0.9788</td>
<td>0.9841</td>
<td>0.9867</td>
<td>0.9398</td>
<td>0.9382</td>
</tr>
<tr>
<td>Personal Reputation</td>
<td>0.0032</td>
<td>0.0644</td>
<td>0.0512</td>
<td>0.0902</td>
<td>0.0352</td>
</tr>
<tr>
<td>Seller Degree</td>
<td>-0.0278</td>
<td>0.384</td>
<td>-0.0149</td>
<td>0.229</td>
<td>-0.0130</td>
</tr>
<tr>
<td>Expertise Degree</td>
<td>0.1089</td>
<td>0.0041</td>
<td>0.0628</td>
<td>0.0503</td>
<td>0.0368</td>
</tr>
</tbody>
</table>

Table 5 - Accuracy of quality classification – baseline

<table>
<thead>
<tr>
<th>Feature Category</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Informativeness</td>
<td>SL 75.2%</td>
</tr>
<tr>
<td></td>
<td>WL 81.7%</td>
</tr>
<tr>
<td></td>
<td>PFL 76.3%</td>
</tr>
<tr>
<td>Readability</td>
<td>81%</td>
</tr>
<tr>
<td>Subjectiveness</td>
<td>75.3%</td>
</tr>
<tr>
<td>Combination A (each weight 0.2)</td>
<td>82.2%</td>
</tr>
</tbody>
</table>

Table 6 - Accuracy of quality classification – user activity incorporated

<table>
<thead>
<tr>
<th>Feature Category</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Combination A + personal reputation (each weight 0.5)</td>
<td>0.842</td>
</tr>
<tr>
<td>Combination A + seller degree (each weight 0.5, seller degree score has been transformed due to negative correlation)</td>
<td>0.823</td>
</tr>
<tr>
<td>Combination A + expert degree (each weight 0.5)</td>
<td>0.836</td>
</tr>
<tr>
<td>Combination + all three (each weight 0.25)</td>
<td>0.859</td>
</tr>
</tbody>
</table>

From above two tables, we found that combination of different features, especially user behavior will improve the accuracy of quality classification. Results are promising and we could expect better ones achieved with fine tune of the weights.

Behavior Modeling

Evolving Model

In this section we try to model the sociology behavior related to online business and review composition. The motivations of the modeling include but are not limited to:

1. It allows us to make predictions about review quality before any human voting
2. It allows us to estimate the impact on product sales from reviews of low or high quality
3. It allows us to conduct the e-commerce behavior study in a simulated environment

Our model seeks to capture the two intuitions:
(1) Some users would like to leave online re-
views during the e-commerce activities; (2) Some users would like to read and vote on online reviews before buying or selling on the Web. Therefore the model is characterized by three stochastic processes:

1. A user buys or sells products online. Then, a user will leave feedbacks to others, or receive feedbacks from others on each transaction. This will cause more generations of feedbacks and reviews.
2. A user writes a review. Therefore more user generated content is available for the whole community to consume.
3. A user reads and votes on a review. Since we evaluate the quality of reviews according to user’s votes, the reading without any votes is not considered.

This model does not take into consideration the impact of reviews on user’s shopping behaviors. We use Figure 7 to illustrate the relations among different entities. Users and reviews are treated as vertices in a graph. The transactions and votes are considered as edges between vertices.

Based on the above statement, we propose a graph model that evolves over discrete time steps \( t = 1, 2, \ldots \). At time \( t \), let the graph be \( G_t = <U_t, R_t, T_t, L_t, V_t> \), where \( U \) and \( R \) denotes user and review vertices respectively; \( T, L \) and \( V \) denote three types of edges respectively: generating a transaction, leaving a review and voting on a review. In order to simplify this model, activities such as registration of new users, deletion of expired users, and release of new products are not considered.

Three functions are required to characterize the evolution of the graph. We describe the growth of transaction edges using function \( f_e(f_u, G_t, t) \). It is a probabilistic process that returns a set of transactions to be added and positive/neutral/negative feedbacks associated with the transactions. The growth of review voting edges is captured by \( f_{rv}(f_u, G_t, t) \), which returns a set of votes for views. The growth of review authoring edges is captured by \( f_{url}(f_u, G_t, t) \), which returns a set of reviews to be added. Compared to \( f_{rv}(f_u, G_t, t) \), \( f_{url}(f_u, G_t, t) \) also needs to generate new vertices of reviews. As discussed previously, three features are required for a review author in our model: feedback score, seller degree and ex-
pertise degree. Feedback score and customer satisfaction can be inferred directly from the information of users. We need to randomly generate $t-r$ relevance since no product related entities are consolidated in the model. In that way we are able to estimate the seller degree and the expertise degree.

Supposing our model is composed by only three stochastic processes, we design the following parameters to control the model.

1. $\gamma_1(0<\gamma_1<1)$: the probability of generating a transaction between any two users.
   a) $\alpha_1$, $\alpha_2$ and $\alpha_3$ ($\alpha_1+\alpha_2+\alpha_3 = 1.0$): the probabilities that a user leaves a positive, neutral or negative feedback, respectively.

2. $\gamma_2(0<\gamma_2<1)$: the probability that a user leaves a review.
   a) $\delta$: the possibility that a transaction and a review are both related to the same product.

3. $(1-\gamma_1-\gamma_2)$: the probability that a user reads and votes on a review.
   a) $\theta$: the probability to gain a “helpful” vote. As the empirical results in rest section will show, we could optimize this parameter by using feedback score, seller degree and expertise degree.

We call this model ERM (E-commerce and Review Model). In fact some key elements are not involved in this model. For example, a transaction will be more likely to happen for the sellers with higher reputation; the review with more “helpful” votes will get more chance to be browsed etc. We ignore such phenomena to keep the model simple and try to concentrate on the three features related to the review quality. Investigation of such factors is a direction of future research.

**Model Validation**

Basically two approaches can be used for model validation: theoretical analysis and experimental simulation. We employ a simulation experiment due to the complexity of the model consolidating commercial and review behaviors. This approach requires special attention to the selection of experimentation parameters and output analysis. The experiment attempt to seek answers for the following questions:

- Whether the model will create a power law distribution for all votes for a review?
- Whether the model will create a power law distribution for “helpful” votes for a review?
- Are the three features able to help the model to create the results of simulation closer to the reality?

The operation of ERM is simulated as follows: we set the initial value of each parameter according to the statistics of our dataset used in previous experiment, including the probabilities $\gamma_1$, $\gamma_2$, $\alpha_1$, $\alpha_2$, $\alpha_3$, $\delta$ and $\theta$. Since no user registration and expiration are considered in the model, we fix the number of users to 10,000 in the experiments. In each step, three actions are simulated:

1. A transaction is generated between a pair of users. The action of leaving feedback is also involved in this process.
2. A review is generated after each transaction.
3. A vote on each review is generated by a user.

Finally, after running 1,000 time steps, we generated more than 600,000 reviews and 775,000 transactions. We gathered statistics of users and reviews. Figure 8 is the log-log plot of number of votes versus number of reviews, and Figure 9 is the log-log plot of number of “helpful” votes versus number of reviews. As shown in Figures 8 and 9, the two are not very close to a power law distribution. There are two obvious curves in the middle of the two lines. Therefore we investigated whether the three features introduced will improve the situation. In another trial, the possibility of obtaining a “helpful vote” is not controlled by a predefined parameter $\theta$ anymore. For the voting process, we first calculate the author’s feedback score, seller degree and expertise degree with regards to
Figure 8 - Log-log plot of number of votes versus number of reviews on the dataset generated by the ERM model

Figure 9 - Log-log plot of number of “helpful” votes versus number of reviews on the dataset generated by the ERM model
current transactions. After that, the probability of “helpful” votes is estimated by linearly combining the above scores. The weights in “All” column of Table 4 are adopted. With such a refinement, we get a smooth distribution for log-log plot of number as shown in Figure 10, which is much closer to a straight line. For this plot, $\alpha$ is about 1.77 and $k$ is about -1.85. The two numbers are also close to the observed values from the real dataset ($\alpha \approx 0.94$, $k \approx -1.29$). This result demonstrates the effectiveness of considering author behaviors from another perspective.

**Conclusion and Future Work**

In this paper we consider the problem of review quality from a new point of view. In addition to the common noise such as commercial spamming and feedback for retailer, we pay more attention to the activities closely related to the author of a review in an e-commerce environment. The empirical results show that the examined features are correlated with the review quality as assumed and indeed help us on this research task. An evolving model is also proposed and evaluated by the capability to approximate the power law distributions of the review dataset. In future work, we will focus on several aspects: first, we will consider if it possible to identify more features like user behavior as a buyer. Second, we will predict the review quality by combining both author e-commerce behaviors and the review content. Finally, we plan to create a better model. Barabasi and Albert (1999) suggested a better model to simulate power law. Besides, we do not characterize the influence of reviews on product sales so far. A new model is expected to consolidate the bi-directional influence between commerce and review behaviors.

**Footnotes**

1 Forrester research: http://www.forrester.com/rtb/research, last viewed on November 1, 2008.
2 CompUSA: http://www.compusa.com/, last viewed on November 1, 2008.
3 eBay Reviews and Guides: http://reviews.ebay.com, last viewed on November 1, 2009
4 SVM-light multi-class: http://svmlight.joachims.org/svm_multiclass.html, last viewed on November 1, 2009
Promote Product Reviews of High Quality on E-commerce Sites/ Huang et al.

http://catalog.ebay.com/Nikon-D80-10-2-Megapixel_W0QQ_fclsZ1QQ_pidZ55042806QQ_tabZ3
http://cgi.ebay.com/NEW-NIKON-D80-SLRDIGITAL-CAMERA-KIT-10-2MP_W0QQitemZ190307265250QQ_cmdZViewItemQQptZDigital_Cameras?hash=item2c4f326ae2&_trksid=p3286.c0.m14&_trkparms=66%3A2|65%3A16|39%3A1|240%3A1318|301%3A0|293%3A1|294%3A50 (This link may be expired after several months because eBay consistently refresh the items on its platform)
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Appendix

Guidelines of Labeling for Noise Filtering

Spam: scams or non-sense
Feedback: response to seller and transaction
Product review: good quality review relevant to a specific product

Features of each level can be summarized as follows:

Spam:
1. how to get the product for free
2. irrelevant comments with the product
3. non-sense words

Feedback:
1. items in good/bad condition
2. low price
3. quality issues
4. seller didn’t give response
5. expressing thanks to the seller
6. promise future transaction
7. complaints on eBay service
8. simple reasons to buy + transaction issues
9. Major feedback with few comments on product

Mixed:
1. personal feeling + transaction comments
2. product features + transaction comments

Product Reviews:
1. a little touch of personal feeling + a few impressive review
2. professional reviews but in a short passage
3. containing links to outside review sites which provides great reviews
4. very detailed information about the product, always long and objective
5. Major comments on product with little feedback

After the first round of labeling, we may get some mixed ones. Human judges will discuss together and re-examine the mixed ones. If major part is review for product then it will finally go to review group. Otherwise go to feedback group. Occasionally we discard some cases hard to judge to ensure the quality of labeling data.