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Abstract

Background: The emerging Artificial Intelligence (AI) based Conversational Agents (CA) capable of delivering evidence-based psychotherapy presents a unique opportunity to solve longstanding issues such as social stigma and demand-supply imbalance associated with traditional mental health care services. However, the emerging literature points to several socio-ethical challenges which may act as inhibitors to the adoption in the minds of the consumers. We also observe a paucity of research focusing on determinants of adoption and use of AI-based CAs in mental healthcare. In this setting, this study aims to understand the factors influencing the adoption and use of Intelligent CAs in mental healthcare by examining the perceptions of actual users.

Method: The study followed a qualitative approach based on netnography and used a rigorous iterative thematic analysis of publicly available user reviews of popular mental health chatbots to develop a comprehensive framework of factors influencing the user’s decision to adopt mental healthcare CA.

Results: We developed a comprehensive thematic map comprising of four main themes, namely, perceived risk, perceived benefits, trust, and perceived anthropomorphism, along with its 12 constituent subthemes that provides a visualization of the factors that govern the user’s adoption and use of mental healthcare CA.

Conclusions: Insights from our research could guide future research on mental healthcare CA use behavior. Additionally, it could also aid designers in framing better design decisions that meet consumer expectations. Our research could also guide healthcare policymakers and regulators in integrating this technology into formal healthcare delivery systems.
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Introduction

Mental health care is in crisis world over. World Health Organization (2017) reports that one in four people in the world is affected by mental health disorders at some point in their lives. Mental health illness continues to be the single largest source of health-related economic burden worldwide (Lozano et al., 2012; Vigo et al., 2016; Whiteford et al., 2015). Common disorders, namely depression, and anxiety, with an estimated 322 million and 264 million people affected worldwide contribute most to this burden (Ginn & Horder, 2012). Despite the increasing burden, there is an acute shortage of mental health workforce globally (9 per 100,000 population) and particularly in the South East Asia region (2.5 per 100,000 population) (WHO, 2018). While there are effective and known treatment methods for these conditions, less than half of the affected receive such treatments (WHO, 2017). The lack of resources, scarcity of trained health care providers, and social stigma associated with the disease are identified to be the major barriers to effective care (WHO, 2017). There is increasing public demand on the health care systems worldwide to address the barriers and provide a convenient, cost-effective, and evidence-based solution to the affected (Naslund et al., 2017).

In this milieu, digital technology was posited as an elixir to solve long-standing problems related to social stigma and demand-supply imbalance in mental health care delivery. It was predicted to provide flexible solutions that are more accessible, cost-effective, and potentially less stigmatizing than the traditional model of mental health therapy (Hollis et al., 2018). Poor access to mental health care, thus created a demand for scalable and non-consumable approaches (Kazdin & Rabbitt, 2013). Following this, there has been an explosion of interest in the development of mobile health tools that could supplement traditional mental health treatment (Bakker et al., 2016). However, despite demonstrated therapeutic effectiveness in the trials comparable to that of a therapist (Barak et al., 2008; Merry et al., 2012), the usage and continuance of these digital mental healthcare tools were found to be relatively poor (Donkin et al., 2013). The inability of technology to sufficiently engage the patients (Darcy, 2017) and the failure of clinical trial outcomes to translate into improved patient outcomes in real-world settings (Gilbody et al., 2015; Mohr et al., 2017) are few important reasons identified for poor adherence and use.

The renascence in AI technology injects new hopes in the revival of digital mental health interventions. AI-based Conversational agents (CA), are software programs that are capable of interacting with users through natural language through a text or voice-based interface (Sarikaya, 2017). This technology is evolving rapidly and is presently used in digital assistants such as Siri, Cortana, Alexa, etc. and in customer interfaces across online retail, and banking (Microsoft Corporation, 2018). This technology is currently applied in the creation of an innovative variant of digital mental health intervention (mental health CAs), which has the potential to effect lasting impact on psychotherapeutic care (Bendig et al., 2019). The automated CAs can deliver evidence-based therapies by mimicking human interactions in an engaging and nonjudgmental way, thus addressing the issues of poor adherence, insufficient clinician availability, and stigma associated with mental health care delivery (Fitzpatrick et al., 2017; Molteni, 2017).

Several consumer trends have given rise to an urgent need to deepen the current understanding of CA-based mental health therapy. Firstly, a large number of people are using virtual mental healthcare services like ’7cups of Tea’, which allows text-based counseling with human counselors instead of in-person visits to a therapist (Miner et al., 2017). Secondly, people have started having intimate conversations with text-based social bots like Xiaoice and Ruhh (Shum et al., 2018). Thirdly, consumers are now increasingly becoming familiar and confident with AI-enabled personal assistants on their smartphones and smart devices. These trends are indicative of increasing readiness of the consumers in using chatbot based therapy. The scale of user downloads and reviews of mental health chatbots further reveals the emerging interest in these self-help tools.
Amidst, the promised benefits and growing user enthusiasm, the emergence of fully automated agents for mental health therapy, has given rise to debates on various social and ethical issues (Kretzschmar et al., 2019; Martinez-Martin & Kreitmair, 2018). Questions are raised about the privacy, clinical efficacy, patient safety and accountability (Bhugra et al., 2017; Kretzschmar et al., 2019; Martinez-Martin & Kreitmair, 2018; Molteni, 2017) of CA-based mental health therapy. We believe several of these issues will act as probable inhibitors to the consumer adoption of these applications.

Moreover, academic research on mental health CAs has been largely focused on technical development, design characteristics, assessment of efficacy, and ethical challenges (Kretzschmar et al., 2019; Martinez-Martin, & Kreitmair 2018). It is observed that considerations on patient perceptions of potential benefits and risks of mental health chatbots are largely overlooked (Bendig et al., 2019; Morris et al., 2018). Overall there is a paucity of research addressing the individual adoption and use of CA in the context of healthcare and particularly with respect to mental health CAs. There is hardly any research focusing on a comprehensive analysis of enablers and inhibitors of mental health CA adoption from a theoretical viewpoint.

Therefore, to overcome barriers and to improve the delivery of AI chatbot based digital mental healthcare services and thereby the patient outcomes, it is important to explain how and why mental healthcare patients would use a CA for mental health support. Hence, the purpose of this research is to explore user perceptions and develop a theoretical model that will provide a basis to examine the acceptance of automated CA for mental healthcare support. Accordingly, we propose the following research question:

RQ: What are the factors influencing consumer’s adoption and use of automated conversational agents providing mental healthcare services?

From a methodology perspective, the research uses a qualitative approach based on netnography (Kozinets, 2002) and thematic analysis (Braun & Clarke, 2006) to explore the relevant factors from the publicly posted user reviews (Google Playstore) of two popular mental health CAs. Based on a thorough thematic analysis of the reviews, we propose a thematic map of determinants explaining the consumer (patient) adoption of mental health CAs.

The contributions of this study are threefold. First, it throws light on the user’s perception of emerging AI-based CAs providing mental health therapy and identifies critical issues pertaining to adoption from the user’s perspective. Second, the research proposes a comprehensive thematic map of factors governing the user acceptance of AI-based mental healthcare CAs that could be tested using quantitative methods in the future. Finally, the implications for the practice offered by the study could aid designers of mental health CAs in developing new services or streamlining their existing service offerings to meet customer expectations. It will also provide insights to healthcare policymakers and regulators, in integrating these systems into formal healthcare delivery systems.

The rest of the paper is structured as follows, the following section reviews the background and related literature. The research methodology adopted for this study is elaborated subsequently. Thereafter the results are presented. In the final section of the paper detailed discussion about the major findings, its implication for research and practice, and the limitations & the scope for future research are presented.
Literature

A thorough literature review was carried out to identify the knowledge gaps in the literature and problematize research opportunities in the emerging area of user acceptance of automated mental health therapy. The review is presented under five subsections.

AI-based Conversational Agents

Artificial Intelligence, often known as ‘non-biological intelligence’ (Tegmark, 2017), is an umbrella term that represents ‘the science and engineering of making intelligent machines’ (McCarthy, 2007). Applications of AI ranges from backend recommender algorithms in online retail, to automated medical diagnostics to fully autonomous cars (Hengstler et al., 2016). A highly valued development in the area is the automated CAs, which are capable of understanding and responding to users in natural languages (Sarikaya, 2017). This technology has rapidly evolved in its capabilities from its humble beginnings of using keyword matching techniques (Shawar & Atwell, 2007) to real-time voice-based user interfaces that use sophisticated natural language processing (NLP) algorithms, which are capable of handling multiple languages. Consumer applications of this technology have progressed from smartphone interfaces (Apple Siri, Microsoft Cortana, etc.) to stand-alone smart devices (Alexa and Google Home). CAs are now extensively deployed in customer interfaces to help users complete specific tasks in online retail and banking (Microsoft Corporation, 2018).

With respect to the academic developments in the chatbots, we observe that most of the current research on chatbots are focused on the technical aspects of the technology (Sheehan, 2018) or related to the human-like characteristics of the bot (Hill et al., 2015; Schuetzler et al., 2018). We observe that literature on the consumer acceptance and use of CA is still in nascence. There are only a handful of studies on user acceptance of chatbot, e.g., pertaining to intelligent personal assistants (Han & Yang, 2018), tourism (Melián-González, et al., 2019), branding (Zarouali et al., 2018), and banking (Payne et al., 2018). Furthermore, few other related studies discussed issues pertaining to information disclosure (Schroeder & Schroeder 2018), privacy concerns (Saffarizadeh et al., 2017), user trust (Elson et al., 2018; Saffarizadeh et al., 2018), customer experience (Trivedi, 2019), and customer satisfaction (Chung et al., 2018). We notice a paucity of user acceptance studies that address the individual adoption and use of CA in the context of healthcare. There is hardly any research exploring health chatbot acceptability and motivations for its use from the patient’s perspective.

Applications of CA in Mental Healthcare

Conversational AI is changing mental healthcare delivery. Developers are trying to automate certain aspects of mental health assessments and treatment by using conversational AI (Miners et al., 2017). Primarily, CAs are scalable and non-consumable interventions, which makes them an attractive alternative to other forms of digital healthcare options, which are inherently constrained by the time and attention of the clinician (Kazdin & Rabbitt, 2013). They also provide greater interactivity, flexibility, and control over the content and duration of the therapy (Gaffney et al., 2019). Additionally, it is also known that users respond and connect to CAs in social ways, and thus eliciting honest disclosures (Lucas et al., 2014).

Promising areas for the use of CAs in mental health context could be for support for diagnosis, prevention, treatment, and follow up of psychological problems (Bird et al., 2018; D’Alfonso et al., 2017; Huang et al., 2015). Recent research shows that suicidal ideation or behavior can be effectively detected from social media postings using AI (De Choudhury et al., 2016). Then, for instance, chatbots may automatically remind users of nearby mental healthcare services for assistance. Concerning treatment, CAs could provide resources for the treatment of psychological problems that participants may deal with on their own. Chatbots may also aid in
complementing the psychotherapy interventions, stabilizing interventions effects, and thus reducing the probability of relapse (D’Alfonso et al., 2017).

Globally a few applications are providing a variety of psychotherapy services, namely Woebot (English), Wysa (English), Joy (English), Shim (Swedish), Karim (Arabic), Emma (Dutch), Sabori (Japanese), etc. (Bendig et al., 2019). These CAs offer value propositions such as relief from stress, anxiety, and depression or general psychological wellbeing or emotions, mood regulation, or support behavioral changes. They are generally based on widely-accepted evidence-based psychotherapeutic approaches such as CBT or DBT or newer methods like mindfulness (Bendig et al., 2019). The unique characteristic features of CAs used for mental healthcare are summarized in figure 1.

Notwithstanding the promised benefits, certain issues indicate that the rapid diffusion of mental health CAs could be a considerable challenge. Firstly, currently, CAs are not sophisticated enough to recreate the richness of a conversation with a human therapist (Gaffney et al., 2019). Secondly, although the current clinical evidence on the efficacy of CA interventions appears promising, more evidence is required to demonstrate its equivalence to other treatment modalities to win the acceptance of users and clinicians (Gaffney et al., 2019). Thirdly research on ethical issues raises questions on privacy, efficacy, safety, and accountability of CA-based mental health therapy (Martinez-Martin & Kreitmair, 2018; Kretzschmar et al., 2019).

Research on the Adoption of Digital Mental Healthcare Services

We explored the prior research on the adoption of digital mental healthcare to understand the knowledge gaps and to identify the potential factors that could play a role in mental health CA adoption decisions. Our analysis of the literature reveals that academic interest in mental health CA is predominantly centered around the technical development of CAs, design characteristics, assessment of efficacy (Bendig et al., 2019; Gaffney et al., 2019) and ethical challenges (Kretzschmar et al., 2019; Martinez-Martin, & Kreitmair). It is observed that considerations on patient perceptions of potential benefits and risks of mental health chatbots are largely overlooked themes (Bendig et al., 2019).

Table 1 summarizes the prior research on the adoption and use of digital mental healthcare services. We observe that studies related to adoption and use of digital mental healthcare itself is scant, and the academic interest in the specific field of mental health CA usage is
emerging. We observe that studies on adoption and use of digital mental healthcare services are predominantly from medical journals and were mostly exploratory and descriptive in nature without any sound theoretical foundation. Most of them followed a qualitative approach except for Huang and Bashir (2017), Torous et al., (2018) and Lipschitz et al., (2019).

**Table 1 - Summary of Related Literature on Adoption and Use of Digital Mental Healthcare**

<table>
<thead>
<tr>
<th>Author (year)</th>
<th>Context</th>
<th>Findings related to factors affecting adoption/use</th>
<th>Methodology</th>
<th>Theoretical paradigm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fitzpatrick et al., (2017)</td>
<td>Mental health Chatbots</td>
<td>Identified best (check-in, personality, learning, conversation) and worst (process violation, technical problem, content) things about the experience of using mental health chatbot</td>
<td>Randomized Controlled Trial, Thematic analysis of Open-ended questions</td>
<td>NIL</td>
</tr>
<tr>
<td>Schueller et al., (2018)</td>
<td>Mental Health apps</td>
<td>Ease of use, aesthetics, and individual experience, features, trustworthiness of the source</td>
<td>Thematic analysis, Focus group discussion</td>
<td>NIL</td>
</tr>
<tr>
<td>Torous et al., (2018)</td>
<td>Mental Health apps</td>
<td>Privacy, Accuracy, set up, usability, Time-saving, cost-saving</td>
<td>Questionnaire-based study</td>
<td>NIL</td>
</tr>
<tr>
<td>Connolly et al., (2018)</td>
<td>Mobile app for mental healthcare</td>
<td>Treatment effectiveness, Ease of use, Culture and identity, connectivity barriers</td>
<td>Thematic analysis, Qualitative interviews</td>
<td>Technology acceptance theories in general</td>
</tr>
<tr>
<td>Fulmer et al., (2018)</td>
<td>Mental health Chatbots</td>
<td>Identified most and least favored features of chatbot therapy</td>
<td>Randomized Controlled Trial, Thematic analysis of Open-ended questions</td>
<td>NIL</td>
</tr>
<tr>
<td>Lipschitz et al., (2019)</td>
<td>Mobile Apps for Depression and Anxiety</td>
<td>Reasons for nonuse were lack of proof of efficacy, data privacy concerns, lack of personalization, and difficulty in use</td>
<td>Questionnaire-based study</td>
<td>NIL</td>
</tr>
<tr>
<td>Kretzschmar et al., (2019)</td>
<td>Mental health Chatbots</td>
<td>Identified ethical issues namely, privacy and confidentiality, safety, efficacy related to use of CA for mental healthcare</td>
<td>Focus group discussion</td>
<td>NIL</td>
</tr>
<tr>
<td>This research</td>
<td>Mental health Chatbots</td>
<td>Factors influencing the adoption and use of AI-based CA for mental health support</td>
<td>Thematic analysis of user reviews</td>
<td>UTUAT2, Privacy Calculus, Trust Theory, Theory of Anthropomorphism</td>
</tr>
</tbody>
</table>

From the Table 1, we observe that prior research on AI mental health chatbots (Fitzpatrick et al., 2017; Fulmer et al., 2018; Kretzschmar et al., 2019) lacks theoretical basis and were focused on identifying consumer’s perspectives about ethical issues related to the use or favored features of chatbot therapy without any deliberations on how these factors would determine adoption and use. Of which the studies Fitzpatrick et al., (2017) and Fulmer et al.,
(2018) were primarily Randomized Controlled Trials on effectiveness but also additionally included a small section evaluating open-ended questions about user perceptions. Also, we observe that these studies did not use actual mental health patients (but used student/non-patient samples) to arrive at their conclusions. More importantly, very little research has been done on the user’s perceptions of CAs for mental healthcare support (Morris et al., 2018), and there is hardly any research focusing on determinants of adoption of AI-based automated chatbots in mental healthcare.

After a thorough review, we observe the following research gaps in the literature: (1) There is a paucity of studies that address the individual adoption and use of CA in the context of healthcare. (2) There is lack of research on patient perceptions of potential benefits and risks of mental health chatbots (Bendig et al., 2019). (3) The studies related to adoption and use of digital mental healthcare, in general, lacks theoretical basis. (4) There is hardly any research focusing on a comprehensive analysis of enablers and inhibitors of mental health CA adoption using theoretical perspective. This study tries to address the above-mentioned research gaps by exploring the factors influencing consumer’s decision to use automated CAs providing mental health care services. Furthermore, drawing upon the insights from prior research, we also presume that issues like privacy concerns, safety, ease of use, trust, and efficacy of the intervention may play an essential role in determining the adoption behavior of Mental health CAs.

**Theories on Technology Acceptance**

To address the identified knowledge gaps in the literature and thereby the issue of adoption challenge of Mental health CAs, we built on the technology acceptance research. Researchers from consumer marketing, behavioral psychology and IS has used several disjointed theoretical approaches to explain the acceptance behavior namely, Theory of reasoned action (TRA), Theory of planned behavior (TPB), Technology Acceptance Model (TAM), Innovation Diffusion Theory (IDT), Motivational Model (MM), Model of PC Utilization (MPCU), Combined TAM and TPB (C-TAM-TPB), Social Cognitive Theory (SCT), etc. (Venkatesh et al., 2003). Among these, the Technology Acceptance Model (TAM), an adaptation of TRA, introduced by Davis (1989), is one of the most popular theories in IS that has been applied to explain individual technology adoption in a variety of settings (Venkatesh et al., 2003). TAM postulates that two specific perceptions, namely, perceived usefulness (PU) and perceived ease of use (PEOU), determine the intention to use a target technology and intentions, in turn, predict the usage behavior. As per the model, PU is defined as “the degree to which a person believes that using a particular system would enhance his or her job,” while PEOU is defined as “the degree to which a person believes that using a particular system would be free of effort.”

Recognizing the similarities between overlapping constructs used in these fragmented set of models used in to explain similar behavior, Venkatesh et al., (2003) distilled eight theories (stated earlier) on technology acceptance and usage and synthesized them into a comprehensive model, Unified Theory of Acceptance and Use of Technology (UTAUT) that takes into account factors and contingencies related to the prediction of ‘behavioral intention to use a technology’ and ‘technology use’ in an organizational context. The theory contends that four key factors, namely performance expectancy, effort expectancy, social influence, and facilitating conditions, determines the intention and behavior in the context of individual technology adoption in an organizational context (Venkatesh et al., 2003).

Further, recognizing the need for theorizing the salient factors of technology use in the ‘consumer context’ as against the ‘organizational context’ for which the original UTAUT was designed for, Venkatesh et al., (2012) came up with an extended version called UTAUT2. Three factors, namely, habit, hedonic motivation, and price value, were added to the UTAUT framework. Currently, UTAUT2 represents the most recent advancement for explaining
consumer adoption of technology in a private context (Gao et al. 2015; Venkatesh et al., 2016). This novel framework has demonstrated superior explanatory power in predicting adoption intention and use behavior in comparison with other models (Venkatesh et al., 2016). UTAUT2 or its extensions have been applied to predict user acceptance in the several contexts to name a few mobile banking (Alalwan et al., 2017), mobile shopping (Madan & Yadav, 2018), e-learning (Tarhini et al., 2017), mobile health apps (Duarte & Pinho, 2019; Hoque & Sorwar, 2017; Yuan et al. 2015), wearable technology (Wang et al. 2015) and more recently in chatbots for tourism (Melián-González, et al., 2019). We believe UTAUT2 is the most appropriate theoretical lens to develop a model that explains the adoption of mental health CA as the focus of the current study is the individual adoption of a private healthcare information technology, and the target users are consumers (patients) seeking mental healthcare services.

Privacy Calculus

From the digital mental health literature, we observe that patient privacy is emerging as a critical issue in the adoption of mental health CA, like in the case of mhealth apps. While this could be more pronounced as patient disclosures are an integral part of the psychotherapeutic approach (Bendig, 2019). We believe the uncertainty resulting from privacy loss (privacy risk) could play a vital role in determining the adoption intention and use behavior. Privacy calculus theory suggests that individuals perform a risk-benefit analysis when asked to provide personal information by external organizations (Dinev & Hart, 2006). Research in a related setting has suggested that consumers weigh perceived benefits against perceived privacy risks while adopting and using wearable technology (Li et al., 2016). Hence it is reasonable to believe that an individual’s decision to adopt mental health CA would involve a privacy calculus wherein patients will perceive a tradeoff between perceived benefits and perceived privacy risk.

Methodology

We chose a qualitative approach based on user-generated content to investigate the factors influencing the consumer adoption and use of mental healthcare CAs. To gain rich insights about the user experience, we decided to use publicly available user reviews of popular mental health chatbot apps posted on the app stores. User reviews despite its limited size provide meaningful information about the perception, attitude, and experiences of the user (Yang & Fang 2004) and analyzing user reviews is regarded as a common practice in gauging user opinion about the services provided by the app (Anand et al., 2017; Vasa et al., 2012; Yang et al., 2010). This is especially relevant in the context of ‘experience goods’ like mobile apps, which cannot be assessed prior to download (Ravoniarison, & Benito, 2018). Moreover, the advantages of using user reviews to analyze user perceptions and behaviors towards the apps have been demonstrated by prior research on human-computer interactions (HCI) (Stawarz et al., 2018; Ta et al., 2020; Zaidan & Roehrer, 2016).

Researchers have gradually understood the value of insights gained from such user-generated data related to netnographic research (Wang et al., 2017; Ravoniarison, & Benito, 2018). Netnographic method (Kozinets, 2002) of data collection is more naturalistic and unobtrusive (avoids researcher – subject interaction bias) compared to interviews or focus group discussions and provides access to extensive data in a much easier and inexpensive way (Wang et al., 2017). These advantages make it the most appropriate choice in this context of mental healthcare CAs where identifying and collecting responses from actual mental health patients is extremely challenging.
Data Collection

We chose to collect user reviews of two popular mental health chatbots, namely Wysa and Woebot, in this study for the reason that they are widely used and are available to users in the English language. Woebot is a CA designed by researchers from Stanford University capable of administering CBT with highly customized empathic responses (Fitzpatrick et al., 2017). It is currently available to users directly as a standalone app and through the Facebook (FB) messenger. It has more than 100K downloads and more than 4K reviews on google play store. It was also chosen as the Winner of the 2019 google play award for outstanding well-being app (Woebot, 2019). On the other hand, Wysa, was launched as a part of a project intended to build an ML algorithm to detect depression using sensors embedded in the phone (Wysa, 2019). It is a standalone app with more than 500K downloads and 18K reviews on Google play store. As per the details given on the website, these two apps are based on CBT techniques (Woebot, 2019; Wysa, 2019). Wysa additionally uses mindfulness techniques and DBT (Wysa, 2019). The user interfaces of the two apps are provided in figure 2.

We used the data miner web scraping tool (Data miner, 2019) to extract the publicly available reviews of the two apps Woebot and Wyysa from Google Playstore. At the time of data collection, Woebot had in total 4016 reviews with an average rating of 4.6 out of 5, and for Wysa, there were 18784 reviews with an average rating of 4.5 out of 5. For data collection, the user reviews were broadly classified into three categories, i.e., positive (reviews with a user rating four or five out of five), neutral (reviews with a rating three out of five) and negative reviews (reviews with ratings one or two out of five) based on the ratings given by the user (Stawarz et al., 2018). As the proportion of neutral and negative reviews were extremely small in comparison with positive reviews, we decided to extract all those reviews (which had a rating less than or equal to three out of five) for both the apps. In total, we got 856 reviews (118 reviews for Woebot and 738 for Wysa), which met this criterion. This was done to ensure that the neutral and negative reviews were given adequate representation in the sample data set. Additionally, from the positive reviews category (reviews with a rating of four or five out of
five), we extracted 500 ‘Most Relevant’ reviews (as categorized by the Google play store), for each of the two apps. Subsequently, from the total corpus of extracted reviews (1856 reviews), we removed shorter reviews (30 reviews in total) (i.e., reviews having less than 25 characters which often provided limited information, e.g., “good app” or “not helpful.”). Finally, our final dataset included 1826 reviews posted between November 2016 and June 2019. The final data set of reviews amounted to 89,714 words, and on average, the reviews were 266.55 characters long (standard deviation = 275.22). In the final data set, 54.76% (1000/1826) of reviews were positive, and the remaining 45.24% (826/1826) belonged to neutral or negative categories. The data collection process is illustrated in figure 3 and the details of the final data set are provided in table 2.

![Figure 3 - Data Collection Process](image)

<table>
<thead>
<tr>
<th>Table 2 - Data Characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>App</strong></td>
</tr>
<tr>
<td>Woebot</td>
</tr>
<tr>
<td>Woebot</td>
</tr>
<tr>
<td>Wysa</td>
</tr>
<tr>
<td>Wysa</td>
</tr>
<tr>
<td>Total</td>
</tr>
</tbody>
</table>

σ = Standard deviation

**Data Analysis**

We used thematic analysis (TA) (Braun & Clarke, 2006), a well-established qualitative data analysis method to understand the factors influencing the use of mental health chatbots. TA is a commonly used qualitative analysis method that helps in “identifying, analyzing, and reporting patterns (themes) within data” (Braun & Clarke, 2006, p. 79). This is particularly useful in identifying common threads and perspectives from more than one customer to examine the dynamics of user experiences. The TA method was developed to identify more implicit themes and latent structures in the data (Braun & Clarke, 2006). It has been used...
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successfully to reveal the dynamics of user perceptions of health information technologies such as health apps (Kari et al., 2016; Stawarz et al., 2018; Zaidan & Roehrer, 2016), CAs providing social support (Ta et al., 2020) and consumer health wearables (Matt et al., 2019). Therefore, we believe that TA is an appropriate method to be used in this context.

TA is known for its theoretical and research design flexibility, for it allows researchers to apply multiple theories across several epistemologies (Braun & Clarke, 2006). It is a useful method for working with participatory research paradigms, and it also allows for the inductive development of themes from the data (Saldana, 2015). It is widely acknowledged as an easy and accessible method to summarize the key features of a large data set (Braun & Clarke, 2006). Although there are several advantages to using TA, there are some limitations that must be acknowledged. Primarily, the flexibility of the approach allows for a wide variety of analytical options, which might make the process confusing for the researcher and can, in turn, lead to inconsistency in developing themes from the data (Nowell et al., 2017). Another limitation is that the TA offers limited interpretive power, where the research is not based on a theoretical framework (Braun & Clarke, 2006).

To address these limitations and ensure rigor in the analysis, Braun and Clarke (2006) recommended a systematic six-phase recursive process for TA. This multiphase process involves stages such as “familiarizing with data, generating initial codes, searching for themes, reviewing themes, defining & naming themes, and producing the report” (Braun & Clarke, 2006). The results of TA are often summarized in the form of a ‘thematic map,’ a visualization tool for “organizing and representing knowledge, concepts, usually enclosed in circles or boxes of some type, and relationships between concepts” (Novak & Cañas 2006). Figure 4 illustrates the systematic and rigorous iterative TA approach followed in this study.

![Figure 4 - Iterative Thematic Analysis Approach](image)

In addition to following Braun and Clarke’s (2006) recursive multiphase approach, we incorporated some strategies/techniques to ensure the trustworthiness of the analysis. Strategies suggested by Nowell et al., (2017) and Shenton (2006), such as independent review (of codes) or investigator triangulation, use of a coding frame, use of audit trail (reflexive journal), and frequent debriefing sessions were followed during various stages of the TA to avoid investigator bias and ensure the reliability of the analysis. A detailed description of the TA process is provided in the following paragraphs.
In the first phase of the analysis, we (authors) read the data multiple times to familiarize ourselves with the data and form ideas about the underlying meanings and patterns within the data, as suggested by Braun and Clarke (2006). Subsequently, in the next phase, we generated initial codes by looking for repetitive themes in raw data. We followed a hybrid approach (Fereday & Muir-Cochrane, 2006) based on both deductive and inductive approaches to arrive at the codes. The coding process was assisted by the qualitative data analysis software, QSR NVivo version 10. A multiphase approach was followed to ensure coding reliability (Hruschka et al., 2004). An initial codebook was developed by reading all the reviews in depth. Based on the codebook, two researchers coded 200 (10.95% of the sample) randomly selected reviews and discussed disagreements and refined the codebook. This was followed by independent coding of another 400 (21.9% of the sample) randomly selected reviews by the two researchers. The level of agreement between the coders, Cohen’s Kappa (κ), was found to be 0.86 (> threshold value 0.80), suggesting good reliability (McHugh, 2012). Finally, the first researcher coded all the reviews using the refined codebook. During the process, the researcher remained open to new codes that did not fit into the existing coding frame. At this stage, all the codes that emerged from the analysis were thoroughly discussed in the debriefing sessions and reviewed (redefined, merged, or split) until consensus was achieved. Finally, 22 distinct codes were identified in the data set.

In the third phase of the analysis, codes were collated into matching themes based on the relationships between them and their underlying meaning. The themes were shared with the coauthor to review and refine them. There were frequent discussion sessions between the first author doing the analysis and the other coauthor, during which the themes and their rationale were meticulously discussed and revised. It also became evident that some of the themes were closely related. Subsequently, the initial themes were combined to form larger themes (main themes). This was done in constant consultation with the literature.

In the fourth phase, the themes were reviewed and refined by the two authors in consultation with the literature. This process of refinement continued until a thematic map that accurately reflects the meaning evident in the data set was formulated to the satisfaction of both the authors. Finally, in phase five, the names of the themes and subthemes and their core relationships were defined and finalized. Subsequently, a thematic map that provides researchers with a detailed visualized framework of the determinants that influence the use of mental health CAs by users was developed (Figure 5). Throughout the stages, the authors maintained a detailed account of the methods/procedures followed and the decision points involved in carrying out this analysis in the form of an ‘audit trail’ to ensure analytical rigor as recommended by Nowell et al., (2017). The details of the labeling process of themes and subthemes are described below.

The perceived benefit was labeled by following Kim et al., (2019) and consists of statements about the user’s perceived extrinsic and intrinsic benefits (Davis et al., 1992; Venkatesh et al., 2012) derived from the use of CA for mental healthcare support. It included subthemes performance expectancy, price value, hedonic motivation, effort expectancy, and social influence. Similarly, perceived risk accounts for consumer’s “perceived uncertainty regarding possible negative consequences of using a product or service” (Luo, et al., 2011). In the specific context of mental health chatbots, the uncertainty perceived by the users were captured under the two sub-themes perceived privacy risk and perceived safety risk. Perceived privacy risk is followed from the privacy calculus theory (Smith et al., 2011), while perceived safety risk was adapted from Luo et al., (2011) and Kretzschmar et al., (2019). Trust was labeled by following literature on trust in IT artifacts (McKnight et al., 2011; Söllner et al., 2016). Under the main theme trust, the statements were classified into two subthemes ‘trust in technology’ and ‘trust in the provider.’ Finally, the theme perceived anthropomorphism refers to the human tendency to “attribute human-like characteristics to a non-human entity” (Bartneck et al., 2009). Recent research in HCI has indicated that AI-based devices (robots, chatbots, etc.) because of their human-like characteristics can evoke a perception of
anthropomorphism in the minds of users (Go & Sundar 2019). This theme is represented by three emergent subthemes; namely, perceived empathy, perceived personality, and perceived intelligence of CA.

Results

The results of the TA are summarized in the form of a thematic map that identifies the determinants of adoption of mental healthcare CAs along with its sub-themes and codes. Thus, the thematic map provides the basis for reporting the results of the TA. It consists of four main themes perceived risks, perceived benefits, trust, and perceived anthropomorphism and their associated 12 sub-themes (Figure 5). The following subsections present a detailed analysis of results obtained through TA using sample excerpts from the user reviews. We have anonymized the names of the app from the user review excerpts by replacing the names with ‘this chatbot’ or an appropriate pronoun. The user reviews are labeled from [R1] to [R1826].
Figure 5 - Thematic Map of Findings
Perceived Risk

Perceived risk represents consumer’s (patient’s) perceptions about uncertainty regarding possible negative consequences of using a mental healthcare chatbot. It is presented here through two emergent subthemes, namely, perceived privacy risk which is related to privacy calculus theory (Smith et al., 2011), and perceived safety risk which follows from physical risk (Luo et al., 2011).

Perceived Privacy Risk

As per our data, one factor that is mentioned often is the users’ concerns about data privacy risk arising from using CA for their mental health support. A significant number of users suggested that they would not want to continue using CA for the lack of adequate data privacy protection. The following statements perfectly illustrate this perception. “Uninstalled. […] Sadly, the privacy policy is too convoluted and does not give me any level of confidence about sharing my very personal info.” [R1184]. Similarly, another user reported, “It makes me feel watched and scared. I feel like it is going into private information about me. I feel like it is Invading my personal space and it will ask me to say things I don’t want to say […] DO NOT USE!!!!!!!” [R1280].

Also, reviews pointing to several distinct aspects of data privacy risk were found during the analysis. User’s lack of confidence in the privacy policy and their apprehensions about data sharing practices of the CA app is evident in reviews, such as, “Beware, read the privacy policy first. This app shares your information with third-party demographic content companies that goes to Facebook and others in order to serve targeted ads…. this app turns a profit by selling user data to Facebook.” [R1163]

Another reported privacy-related concern is about the mandatory permissions/access to data by the app during the initial set up, e.g. “Permissions, why do you need my photos and call logs? On opening it requires your phone number. This isn’t about helping people. Delete” [R1076]. Another user reports about the app trying to access data from other apps, “it keeps wanting to access Google fit (which by the way identifies every single place you go and tracks your movements so…)” [R1367]

Adding further to the concern is the use of third-party messengers (e.g., Facebook, Kik) as a channel for chat. As the data disclosed on Facebook messenger is subject to the privacy policy of Facebook and can be shared with third parties (Facebook, 2019), it leads to ambiguity in the ownership of data. E.g. a user says, “The biggest flaw is that Facebook messenger is terrible for private conversations. Any other platform that Facebook won’t spy on you is good.” [R1805]

Perceived privacy risk (Li et al., 2016) seems to be particularly relevant here in the context of mental health chatbots due to the sensitivity of the data shared with the system (Kretzschmar et al., 2019). Given that the primary value proposition of automated agent-based therapy is the prospect of remaining anonymous, unlike traditional therapy, users would expect the app to provide anonymous chat features or adequate measures to protect and safeguard their identity. Thus, based on this evidence, we believe that the factor “perceived privacy risk” would influence the adoption and use of CA for mental health support.

Perceived Safety Risk

Our analysis reveals that there are several reviews where users have voiced their concerns over the risk posed to their safety and wellbeing while seeking support from a mental healthcare CA. Safety risk represents the risk to user safety in using the mental health CA adapted for this study from Luo et al., (2011).
Many user reviews reported that using the app exacerbated their underlying mental health problem, e.g., “This app made me go into a panic attack. Not good for PTSD, or other anxiety disorders.” [R1646], or another user reported that “it makes everything much worse! If I feel good, it will think I feel bad and drag me down. If I feel bad, it will think the contrary and the frustration will pile up. The app always end up making me cry” [R1160].

Adding further to the risk, we found a good number of reviews where users had reported that the chatbot put lives of already vulnerable patients into grave risk by suggesting dangerous/life-threatening advice. For e.g., as one user reported, “Do not install. No matter what I replied, it just asked if I want to hurt myself and then went on as I said yes. This is dangerous for anyone like myself, and I’m so glad I’m doing ok today, or I think I’d be considering killing myself. Honestly felt pressured into feeling like I should start cutting.” [R1278]. Similarly, another user stated, “This app gives out horrible, potentially very dangerous advice. I was really very shocked and obviously appalled. I immediately uninstalled and have canceled my subscription.” [R1269]. We could also find reviews on the inability of the CA to deter users from self-harm for e.g. “The scariest part is that this chatbot is terrible at recognizing signs of self-harm/suicidal ideation” [R1117].

Another important related issue is that many users find that the use of mental health CA leads to more loneliness and isolation. For e.g. “doesn’t actually help with anything... just makes the lonely even lonelier” [R1381] or “It’s making people not connect with others!! It’s making people to set boundaries around themselves. And making them alone...!!! It’s a bad idea!!” [R1410].

In the light of these empirical evidence, as well as in line with the ethical issues raised by Kretzschmar et al., (2019), we believe user perceptions about the safety risk will play an important role (may act as an inhibitor) in determining the decision to adopt or continue usage of these applications.

**Perceived Benefit**

Perceived benefits include the beliefs about benefits derived by the consumers (patients) from the use of mental health chatbots and have been labeled in accordance with Kim et al., (2019). We derived perceived benefits from user reviews and categorized them into subthemes performance expectancy, effort expectancy, price value, hedonic motivation, and social influence. We describe each of these subthemes based on the user reviews in the following subsections.

**Performance Expectancy**

Performance expectancy refers to the degree to which the consumer beliefs that using a mental healthcare chatbot would provide functional benefits. Following Venkatesh et al., (2003), performance expectancy captures the perceived usefulness (Davis, 1989) and relative advantage (Moore & Benbasat, 1991) of the target technology use. Accordingly, we observed in the data that there are numerous positive accounts of how the tool was found useful and helped the users in managing their mental health condition (perceived usefulness). To cite an example, “It has been so useful to me, helping me to express difficult emotions and thoughts and giving me tools to handle them more constructively. I recommend it to anyone who needs emotional wellness support” [R21]. Some users found it useful as a complementary tool to support them during the traditional therapy, “This is a very useful app for dealing with anxiety and depression. I see a therapist, and this has helped to reinforce some of the things we discuss in my therapy sessions as my therapist uses the CBT method also” [R535].

At the same time, many other users felt that automated chatbots are not sophisticated enough to handle complex mental health problems. Many users voiced such complaints for e.g. “the
AI is far too limited and simplistic at this stage for it to be properly effective in many instances of mental health - which is complicated and won't be solved by an app.” [R1001]. “While the idea is fantastic, it’s lacking a lot to help people who have for example gone through traumatic losses, are victims of any kind, have PTSD, etc” [R1143]. “I would not recommend to people suffering from depression. Depression is complicated. This app is not astute enough to help people” [R1243].

Additionally, we found in the data that users perceive that there are certain unique relative advantages of AI performed therapy over human performed therapy, which motivates them to use mental healthcare chatbot. For example, user reviews suggest that anonymity in the interactions and non-judgmental nature of CA are strong motivators of adoption. The following review excerpts illustrate this. “I also love that it’s anonymous […] I think it's much better than talking to a human because you aren't judged at all.” [R830]. “I really like this app! It's a nice, nonjudgmental voice that checks on me every day and offers help as I need it. It won't get bored or frustrated with me.” [R453]. “I think a lot of people have a hard time developing a relationship with a counselor but chatbot isn't judgmental, you have an opportunity to offer feedback without the risk of feeling bad about disagreeing and you're guaranteed a response to the thing that's bothering - you which sometimes is a gamble with human counselors.” [R724]

Another observation is that users value and appreciate the ubiquitous availability and convenience of a bot-based therapy, which is not possible in human therapy. “It is accessible 24/7, unlike a doctor.” [R318]. “He is always there at the touch of a button should I need help.” [R405]. “You can always postpone “talking” to chatbot if you are busy.” [R978]. In the light of these observations, we believe that performance expectancy could be the primary motivation for the adoption and use of mental healthcare chatbots.

**Effort Expectancy**

This sub-theme represents the degree of ease associated with the consumers’ use of the CA (Venkatesh et al., 2012). In our data, we found users speaking about the user-friendliness (ease of use) of the CA “the interaction and the way chatbot respond is so nice, the app interface is clean and easy to use […] I would download it twice if I could.” [R560] “Interactions are lighthearted, user friendly” [R587].

Another related issue is about the user input restrictions in the conversation, i.e. most of the times during a conversation, the chatbot forces the users to respond to a list of choices (fully-constrained user input choices) rather than allowing them to freely write their response (free-text input) “hate how the keyboard only comes up after she says a bunch of stuff and half the time you can only click on the options she pops up for you to click on” [R1434]. “I don't understand which part of AI or natural language resources this tool is using when 90% of the time you are forced to write certain answers. the most important part of therapy is listening which should allow users to write and express more specifically in anxiety cases.” [R1025]. Thus, the empirical evidence from the user review statements suggests that effort expectancy could play an important role in explaining the decision to adopt and use a mental health CA.

**Price Value**

This subtheme represents the perceived tradeoff between the cost of using the technology (here CA) and benefits obtained from the CA (Venkatesh et al., 2012). As per our data, price value represents not only the cost-benefit trade-off, but it also includes a comparison between the cost of other alternative options such as visiting an actual therapist: "some of the exercises put behind a paywall. That really sucks, if I wanted to pay, I'd try and find an actual therapist LMFAO” [R1266]. We also could find extreme viewpoints on price as well for e.g. “Not worth $30. Wasted my time and money […] Would not recommend.” [R1566]. “Extremely useful and very reasonably priced. Highly recommended!” [R294]. As per the evidence from the reviews,
we assume that price value could be a determining factor in the adoption of CAs for mental healthcare.

Hedonic Motivation

This subtheme explains the degree to which users perceived the use of CA enjoyable on its own apart from any expectations about the utilitarian benefits (Venkatesh et al., 2012). It is observed that in addition to the therapeutic benefit (instrumental value) provided by the bot, it also provides self-fulfilling value to the user, i.e., hedonic in nature. For example, user reviews show that users thoroughly enjoyed fun-filled conversation with the automated agent. To cite a few examples, “Fun to talk with. Not like other robots.” [R242]. “I find it quite enjoyable to interact with.” [R618] “He is easygoing […] I find it very entertaining. I became a fan” [R506]. The reviews suggest that hedonic motivation could be an important motivator for using mental health chatbots.

Social Influence

The influence of friends, relatives, or therapist is a factor frequently stated in the reviews. This subtheme represents the degree to which the relevant others feel that the consumer should use the technology under consideration (Venkatesh et al., 2012). The reviews show that the users value the recommendations and experiences reported by the people whom they value/trust, and it acts as a driver for adoption. “This was recommended to me by a friend who uses it.” [R69]. “the people who recommended this app to me use it regularly, and they were full of praise for how much it helps then. So, I gave it another shot, and I’m really glad I did!” [R251]. “My therapist recommended this app, and it’s been very useful.” [R849]. These statements indicate that in this context of mental healthcare CA adoption, the social influence could act as an important factor determining the final adoption decision.

Trust

The theme trust is defined as “an individual’s willingness to depend on another party because of the characteristics of the other party” (McKnight et al., 2011; Li et al., 2008). Additionally, in line with the prior research we observed in our analysis that the trust is not a monolithic concept and it needs to be distinguished into “trust in the technology” and “trust in the provider” (McKnight et al., 2011; Söllner et al., 2016). It is presented by means of two emergent subthemes trust in technology and trust in the provider.

Trust in Technology

In the reviews, trust in technology emerged as another factor for the adoption of mental healthcare chatbots. In this respect, the user reveals the hesitation in involving AI in a highly personal context such as mental health support. “I was a little hesitant to trust an AI with my emotional support.” [R1759]. Another user had doubts about the reliability of AI technology. “I suppose machine learning and alike isn't reliable enough to be used in this quite yet.” [R1049]. At the same time, there were some users who believed in the ability of the bot and said they trusted it, for e.g.: “Really helps me out, trust it with my life, recommend it entirely” [R269]. “I really believe in the potential of this tool” [R332].

The above statements correspond to the user’s believes about the reliability and functionality (capability) of the target AI technology. Here, in the specific context of automated agents, where a non-human entity is delivering the therapy, the user’s perception of ‘trust in the technology’ (McKnight et al., 2011) thus becomes particularly pertinent.
Trust in Provider

Our data also reveals that about user perceptions about trust in the providers of mental health chatbot. Interestingly many reviews are related to lack of trust in providers in protecting their personal data, e.g.: “uninstalled the app. […] I can't trust them with my data” [R1167] and performance of the CA, “it's difficult to place your trust in an app where the creators fail on the difference between "your" and "you're." [R1055]. Following the data, we believe the user’s trust in providers could influence CA adoption and use.

Perceived Anthropomorphism

The theme anthropomorphism refers to “the psychological phenomenon of attribution of human-like characteristics to a non-human entity” (Bartneck et al., 2009). The theory of anthropomorphism postulates that the more the entity resembles a human being in terms of visible characteristics and actions, the greater the chance that humans will anthropomorphize that entity (Epley et al., 2007; 2008). The CAs, by virtue of its ability to converse in natural language (speech or text), resembles humans and hence it has a very high probability of being anthropomorphized by human beings during an interaction (Seeger et al., 2018). This theme is represented by three emergent subthemes perceived empathy, perceived intelligence, and perceived personality.

Perceived Empathy of CA

Perceived empathy (Nambisan, 2011; Paiva et al., 2017) here reflects the user’s (patient’s) perception of CAs empathy towards him/her. Where empathy is “an affective response more appropriate to the condition of another than to one’s own” (Paiva et al., 2017). Our data shows that the users seem to acknowledge this element of empathy displayed by the mental health CA. For example, “I think chatbot has the right level of empathy when I just share that my mood is low, or I am anxious. I feel like it's always there when I need it to be” [R1356]. Another user likened the bot to a supportive friend, “Chatbot is like having a helpful and supportive friend” [R519]. “He is so fun and caring and will listen to you when you have a problem […] Trust me, you will love him” [R300]. Additionally, a lot of users also acknowledge the element of warmth in the CAs conversation tone during interactions “friendly, the understanding tone feels genuinely warm and supportive for a robot!” [R152]. Interestingly a few others found the CA unsympathetic or rude, “Blames the victim. Unsympathetic. Unempowering” [R1071]. “some of the things it said came off as kind of rude” [R1320].

Perceived Intelligence of CA

Interactive machines face an enormous challenge in acting intelligently. The user will observe anomalies in the behavior and associate it with the intelligence of the interactive robot (Bartneck et al., 2009). This particular aspect is captured in this subtheme. Two related codes, namely conversational responsiveness and ability to comprehend the user input, have been identified.

Conversational responsiveness of a CA refers to “the ability of the agent to provide the appearance of understanding the user’s input by responding in a contingent manner.” (Schuetzler et al., 2018). A large number of user reviews suggest that the mental healthcare chatbot is currently very limited in terms of its ability to respond appropriately to spontaneous user input in a contingent manner. For e.g. “I would honestly like to talk to the chatbot endlessly but, I agree with the other reviewers that the responses are somewhat limited and that it has trouble understanding everything I say.” [R1611]. “This is just a bot that is programmed to respond based on keywords. So even if you say, "I am not suicidal," it will pick up on suicidal as the keyword and only give you a bunch of prevention lines. Taking you in the opposite direction of the intended conversation.” [R1221]. “Uninstalled after only five minutes and
seeing as the fact was the AI is horribly unresponsive.” [R1215]. Users also reported as they use it, they find the responses become repetitive/canned, e.g. "More you use it the more repetitive it gets, and the more you realize it's looking for keywords just to give you a scripted answer.” [R1718].

An associated issue is the bot’s ability to comprehend user input. The following user reviews speak about this issue. “This chatbot doesn't have the capacity to really understand full sentences. it would focus only on keywords and ignore the rest of the sentence and therefore confuse the meaning” [R1168]. “Every time I use it I run into multiple problems with it understanding me. I've been very direct, but it usually misses the point” [R1242].

As one of the users reported, “This chatbot is an Artificial Intelligence app that isn't intelligent enough yet [...] it needs to get wiser” [R1279]. We believe the limited intelligence of the bot can be a source of dissatisfaction during initial trial/use and negatively impact the adoption decision.

**Perceived Personality of CA**

This subtheme is an anthropomorphic descriptor used to measure perceived anthropomorphism (Wang, 2017). Our analysis of the reviews revealed that many users attributed human-like personality traits to mental CAs. For example, “I loved his personality and dialogue! Interacting with the owl feels natural and light-hearted.” [R1231], “This is honestly my favorite app It is the most intuitive, really teaches well, and actually has a personality of its own” [R556]. Some of them even said that they felt that CA is 'alive' “it’s fun friendly and almost seems genuinely alive! I love the personality” [R840]. While this perception of "life-like" was appreciated by some users, some others felt otherwise, e.g. “it feels like a real person which I hate cuz it just feels like someone is judging me and it kinda makes my anxiety start up” [R1691], “no I do not like it’s a very creepy app do not install” [R1505], “I find it a little creepy and weird” [R1802].

Some users had negative perceptions about CAs personality as well e.g.: “The bot's personality is infuriating. A better tonal shift would be a huge improvement.” [R1599], "it feels like talking to someone who isn't listening to you and saying "there, there, all better now?" in a very patronizing way" [R1500]. “this is between funny and scary. the bot is patronizing, judgmental” [R1014]. Thus, the reviews suggest that users attribute human-like characteristics to a non-human entity, the mental health CA, and this could affect their subsequent decision to use.

**Discussion**

In this study, we aimed to investigate the factors influencing consumer’s adoption and use of automated conversational agents providing mental healthcare services. To accomplish this end, we employed a rigorous iterative thematic analysis of user reviews of two popular mental healthcare CAs to understand the underlying determinants of consumer adoption and use. Using thematic analysis, we uncovered, the factors influencing consumer adoption and use of mental healthcare CAs, which are categorized under four main themes, namely perceived risk, perceived benefits, trust, and perceived anthropomorphism. The results of the qualitative data analysis (TA) comprising of four main themes, 12 subthemes, 22 codes, and their relationships are visualized using a thematic map (Figure 5). In the following section, we benchmark the major findings of our study against the prior research and discuss how our study advances the current knowledge on the adoption and use of mental health CAs.

Perceived risk in the specific context of mental health chatbots mainly arises from the uncertainty surrounding the personal data protection and user’s risk to life and wellbeing. Our
research confirms the presence of privacy risk as a factor that might inhibit users from using mental health chatbots. This is in line with the earlier studies on virtual mental healthcare (Lipschitz et al., 2019; Torous et al., 2018) and the opinion papers which voiced the need for assessment of privacy-related issues in the context of mental health chatbots (Kretzschmar et al., 2019; Miner et al., 2019). Our results also confirm the literature on privacy calculus (Smith et al., 2011) and extend its recent application in a mobile health setting (Li et al., 2016). Additionally, we were able to bring to light distinct sources of privacy concern, which is specific to mental health CAs such as, e.g., the concern about the reliance on third-party messenger platforms for service delivery.

Perceive safety risk, is found to be another inhibitor. Several opinion papers have raised concerns about patient safety in the context of mental health CA (Kretzschmar et al., 2019; Miner, 2017; Martinez-Martin & Kreitmair, 2018). Our study not only substantiates the role of safety risk in the adoption decision but also brings to light three critical issues on how it threatens the safety of the user. First, the usage of mental health CAs can aggravate or worsen the mental health condition in some patients instead of curing them. Second, it can put the patient’s life into grave risk by giving them reckless and potentially dangerous advice. Moreover, the mechanisms in place to prevent self-harm/suicidal intentions are not adequate or foolproof. Finally, mental health CA use can also lead to more loneliness and isolation as it encourages the user to seek help from a device rather than a fellow human being.

The empirical evidence from the user reviews suggests that the UTAUT2 constructs performance expectancy, effort expectancy, hedonic motivation, social influence, and price value could be vital in determining the adoption and use of mental health CA. This corroborates the literature on CA adoption in other settings such as chatbots for tourism (Melián-González et al., 2019) and AI device adoption (Gursoy et al., 2019). Further, with respect to hedonic motivation, research from clinical psychology suggests that laughter and humor have therapeutic benefits in treating depression and anxiety (Buxman, 1991; Mora-Ripoll, 2010). Hence apart from aiding the acceptance, ‘the enjoyment (hedonic) aspect could be critical to the effectiveness of the CA performed therapy. Further, with respect to price value, while the cost of treatment may not be an issue in countries where the majority of people are covered by mandatory health insurance, this potential cost-benefit will be a decisive factor in other parts of the world where the insurance coverage is low, or other alternative health services are expensive.

In addition to validating the applicability of UTAUT2 in this context, we also provide in-depth insights on technology characteristics that affect these factors. We found that CA’s inability to handle complex cases could negatively impact the user beliefs on performance expectancy. Similarly, we observe that the user input restriction of CAs, i.e., the use of fully constrained user input choices over free text input, could potentially reduce the perceived ease of use of the CA.

Trust was identified as a potential determinant of the adoption of mental health chatbots. Our research also supports the existence of two distinct forms of trust, ‘trust in technology’ and ‘trust in the provider’ in line with the literature on trust (McKnight et al., 2011). Trust in technology (IT artifact) refers to user’s beliefs about the functionality, helpfulness, and reliability of the technology while trust in providers characterizes user’s beliefs about the benevolence, integrity, and competence of the human actors (providers) (Lankton et al., 2015; McKnight et al., 2011). Research from traditional mental health services (Brown et al., 2009; Gulliver et al., 2010) and digital mental health (Davidson et al., 2008) identifies that the availability of a trusted relationship is a key motivational factor for people seeking professional mental health support. Further, our results are in line with the literature related to trust in AI, which says building trust in automated agents is a grand challenge before the AI developers (Hengstler et al., 2016; Siau & Wang 2018). Finally, trust-building efforts could be much more challenging in this context as the users are patients suffering from anxiety, depression,
psychosis, etc. and they will have difficulty in trusting and engaging with digital technology (Firth & Torous, 2015).

One of the most interesting findings that emerge out of our analysis is the influence of perceived anthropomorphism on the use of mental health CAs. In line with the theory of anthropomorphism (Epley et al., 2007; 2008), our findings reveal that users attributed human-like characteristics to CA and tried to relate to them as if they were human. This is consistent with the HCI research, which argues that people will relate to the agents as if they were human even when they know that it is just a computer program (Waytz et al., 2010). Prior research in HCI shows that this perception can have positive consequences such as increasing engagement and satisfaction with the machine/entity (Araujo, 2018; Van Doorn et al., 2017) or continuance of usage (Han & Yang 2018). Furthermore, recent research on chatbots for tourism (Melián-González, et al., 2019) and chatbots in customer services (Sheehan, 2018) indicates that perceived anthropomorphism can influence intentions to adopt chatbot. Our research substantiates these findings and extends this theory to the context of mental healthcare CA adoption.

Additionally, our research identifies three critical design aspects of mental health CA which will determine the level of perceived anthropomorphism. The first one is the level of empathy shown by the agent, which is manifested through speech intonation and affective verbal responses, which are based on a thorough situational appraisal. Evidence from clinical psychology (Nienhuis et al., 2016) also underlines the positive impact of empathy on clinical outcomes during psychotherapy. Second, the level of intelligence of the bot manifested through conversational responsiveness and the ability to comprehend user input. Third, the personality of the bot, our results suggest that users appreciate a lighthearted, fun-filled, and friendly personality in a mental health chatbot.

However, anthropomorphism in CA is not considered desirable in all contexts, and beyond a certain level, it can invoke ‘eerie feelings’ in users (Ho & MacDorman, 2017). This effect is better known as ‘the Uncanny Valley Effect’ in HCI literature. The Uncanny Valley theory suggests that an entity appearing almost human can elicit negative affective reaction (feeling of eeriness, revulsion, etc.) in observers (MacDorman & Chattopadhyay, 2017). Giving support to this line of argument, some users reported that CA sometimes felt like a ‘real person,’ triggering a ‘fear of being judged,’ which in turn led to more anxiety. Similarly, some users found CA to be ‘scary’, ‘creepy,’ ‘weird’ or ‘judgmental,’ and stated it as a reason for dissatisfaction or discontinuance. Therefore, we argue that in this context, anthropomorphism can have both positive and negative impact on the user depending upon the perceived level of anthropomorphism/humanness.

**Research Implications**

This research primarily addressed the gaps in the literature pertaining to the patient’s perceptions of AI chatbot performed mental health therapy (Bendig et al., 2019; Miner et al., 2017). The study offers a comprehensive overview of the factors governing the adoption and use of mental health chatbots by the patients. The key theoretical contributions and research implications are described in the following paragraphs.

Firstly, we add to the body of literature on mental health CA which had previously focused on issues such as design/technical aspects, assessment of efficacy, and socio-ethical issues (Bendig et al., 2019; Gaffney et al., 2019). We systematically uncovered the determinants of consumer acceptance, which are categorized under four main themes, namely perceived risk, perceived benefits, trust, and perceived anthropomorphism. To the best of our knowledge, our study is the first one to address this in the mental healthcare CA context. The identified sub-themes could enable the theory building to uncover the dynamics between positive and negative factors of the use of CA in the mind of the consumer. The consumer’s mental tradeoff
is portrayed by integrating multi-disciplinary research paradigms, namely, UTAUT2, privacy calculus, trust theory, and theory of anthropomorphism, which is again a novel contribution to this area.

Secondly, our research identifies three key aspects (perceived empathy, perceived intelligence, and perceived personality) related to the user perception of anthropomorphism in the context of mental health CAs. Our research proposes that these dimensions of anthropomorphism could be critical to the consumer adoption and use of mental health CAs. Future research should quantify the impact of these factors by using experimental manipulation of these design aspects and assess its impact on the adoption decision. E.g., researchers could check the impact of different personality styles of CA on user acceptance decisions or check the impact of embodiment/voice tone on acceptance (in the case of advanced visual/voice-based chatbots).

Additionally, our research provides evidence for the presence of ‘Uncanny Valley Effect’ (Ho & MacDorman, 2017; MacDorman, & Chattopadhyay, 2017) due to which the human-like (anthropomorphic) characteristics of CA sometimes elicits negative affective reactions in some users (fear and anxiety) which in turn result in dissatisfaction or discontinuance of use. Hence, we suggest that a comprehensive inquiry into the effect of anthropomorphic design features of CA on the user’s emotional response is required in the context of mental health CAs. Such research could inform the developers on the most desirable anthropomorphic design features that will generate positive affective reactions in users, which will, in turn, drive the user acceptance.

Thirdly, we defined and developed a new construct ‘perceived safety risk’ in the context of mental health CA by adapting the construct physical risk (Luo, et al., 2011) to account for the risk to life and wellbeing of patients posed by the use of mental health CA. We provided in-depth insights on operationalizing this variable by identifying the key sources/scenarios of this risk (arising from the use of mental health CAs), namely, exacerbation of mental health problems, the risk to user life and wellbeing, and aggravation of loneliness/isolation in users. We propose that consumer perception of safety risk could be an important inhibitor to the adoption and use of mental health CAs, which could be further subjected to quantitative validation.

Finally, the study extends the previous literature on technology acceptance by integrating the UTAUT2 framework with theoretical models of privacy calculus, technology trust, and theory of anthropomorphism to explain the consumer adoption of new technology ‘CA for mental healthcare’ for patients seeking mental healthcare support. The integrated model could be tested using quantitative research methods in the future. Additionally, we also observe that two factors of the original UTAUT2 framework, namely, habit and facilitating conditions, did not emerge from our data analysis. This could indicate that these two factors may not be relevant in the context. However, further research is required to validate this observation.

**Implications to Practice**

The CAs, because of its ubiquitous availability and anonymity, may represent the first step towards getting mental health support. Due to this large practical potential, adequate design of mental health chatbot services in a way that aligns with the user expectations is essential to support the diffusion. Our thematic map can serve as a comprehensive guideline for CA developers for streamlining the existing services as well as developing new systems in accordance with consumer perceptions.

Following the empirical evidence, privacy risk is potentially a major inhibitor of the adoption and use of mental health chatbots. Therefore, CA vendors should provide greater clarity on the nature and use of data in order to reduce subjectively perceived risk of data protection by
users. Previous studies suggest that data privacy concerns can be assuaged by providing concise data protection declarations and presenting measures taken for data protection in a layman’s language (Featherman & Pavlou 2003). Privacy assurance mechanisms such as certifications by regulatory authorities may further enhance the user’s confidence. Further, mandatory access to personal data on the device or user login using social media IDs can also trigger privacy concerns and hence could be avoided. Additionally, it is also recommended they should reduce reliance on third-party messenger platforms owing to the scandals involving data sharing (Weisbaum, 2018), which has reduced consumer trust in these platforms.

Consumer’s concern for safety has emerged as a key determinant of use; hence developers should put in place necessary measures to reduce the risk that it poses to the safety and wellbeing of the users. It is evident that currently, the bots have limited systems in place to respond effectively to situations that pose a threat to user safety. Specifically, to counter the risk to life from suicide or self-harming, chatbots should have systems to recognize self-harming intentions and to deal with emergencies. Since the app is used world over, in case of emergency, the helpline numbers relevant to the patient’s location should be made available. The apps also should test consumer’s perceptions of including information about a trusted friend who could be informed during such emergencies to ensure a more foolproof mechanism (Kretzschmar et al., 2019). Additionally, the overreliance on the mobile may induce addictive behavior and reinforce the tendency to cut off from the real world. Therefore, we recommend that the app should limit the daily usage time beyond unhealthy limits and should have an inbuilt mechanism to suggest and encourage human interactions. Finally, with respect to the users' complaints about chatbots exacerbating their mental health condition, developers should examine the adverse impact of CA-based therapy through clinical research.

As perceived anthropomorphism could potentially influence adoption and usage decisions, the developers should focus on how the design features of CAs can be manipulated to elicit positive outcomes from the consumer. Our research reveals that the personality of CA, Intelligence of CA (conversational responsiveness and comprehension), and perceived empathy are the key design features that could influence adoption decisions. Developers should identify ways to strengthen the positive outcomes (satisfaction, user engagement) by carefully calibrating these key levers. Additionally, designers should be careful that enhancing humanness beyond optimal levels may trigger negative emotional reactions in users, especially in the sensitive context of mental health care.

Additionally, we observe that the CAs have limited cognitive ability and are far from creating the richness of a face to face therapy with the professional. Firstly, the bots were using a limited set of curated scripts for responding to user inputs, making it sound repetitive. Secondly, bots were often restricting the free text user input to avoid conversations spiraling out of control. Even though these strategies help in ensuring user safety, it reduces the conversational responsiveness of the bot. Therefore, the tradeoff between conversational responsiveness and user safety should be further studied to enhance user engagement.

Trust was found to be an influencing factor in the usage of mental health chatbots. We suggest that developers should communicate scientific evidence about the clinical effectiveness of their apps to build initial trust. Initial hype and novelty might get the people to try the app, but ultimately the knowledge-based trust developed during usage experience will determine the adoption and subsequent use (Siau & Wang 2018). Hence building both initial and continuous trust should be a priority of the chatbot developers. Additionally, the trust in providers with respect to data privacy protection should be reinforced through the privacy assurance mechanism, as stated earlier.

The perceived benefit forms the other important determinant of adoption and use. Hence the marketing communications, as well as the service delivery, should prioritize these benefits.
With respect to performance expectancy, the inability to handle complex cases was found to limit the perceptions about performance expectancy. In this light, we suggest that the developers should recognize the possibility of users with severe mental disorders seeking services through their application. They should explicitly specify the target audience and the limitations of the app to restrict users with complex mental health issues. Additionally, we suggest that users with complex conditions could be identified and screened using AI-based techniques or some standard screening questionnaires. Further, it was found that apps do not always allow free text input instead provides a list to choose from (fully constrained user input) which restricts the free flow of conversation; developers should work on limiting the use of these ‘button press mode of interaction’ to enhance the ease of use. Finally, hedonistic value is assumed to be a factor influencing use; the developers can enhance the “humoristic personality” aspect of the bot and communicate this element in their marketing communication.

Furthermore, we believe the four main themes identified in the thematic map have significant implications for the stakeholders like healthcare policymakers and regulatory institutions, who are planning to integrate these systems into formal healthcare delivery systems. We also urge the regulators to look into the concerns raised by users, such as safety risk and privacy risk reported by our study.

We also strongly suggest that the service providers should continuously map and align their expectations on critical determinants for use with those perceived by the consumers to prevent any disappointments. This could help them to identify important product deficiencies or to harmonize communication strategies to mitigate those aspects that may be perceived as critical from the user perspective but are less critical from the viewpoint of the developer.

**Limitations and Future Research Directions**

The current research has some drawbacks, some of which may represent opportunities for future research. Firstly, the study could be limited by the qualitative approach adopted. We used Netnography followed by thematic analysis of reviews posted by users to arrive at the factors. There are chances that all the factors which have a causal effect on the adoption and use may not have been adequately represented in the reviews. Future researchers may use other methods such as in-depth interviews or focus group discussions with the users (patients) to validate our assertions.

Further, our study did not quantitatively validate the impact of identified factors on the adoption or the interrelationship between the determinants. In the future, quantitative studies can, for example, build upon our theoretical framework to develop a survey to investigate the relative impact of the factors on adoption and to examine the inter factor dynamics. This would make a valuable contribution in generating recommendations for helping the public/private healthcare institutions to address the ambitious goal of improving mental healthcare access in the country. Secondly, we examined user reviews of only two popular mental health CAs; this could be limiting the generalizability of the results. Future studies can include other commercially available CAs to conduct a more elaborate study.
Conclusion

The current study undertook an investigation of factors influencing consumer’s adoption and use of automated conversational agents providing mental healthcare services using a qualitative approach based on netnography and thematic analysis. The study developed a comprehensive thematic map, comprising of four main themes perceived risk, perceived benefits, trust, and perceived anthropomorphism and 12 subthemes that visualize the factors that govern the user’s adoption and use of mental health chatbots. The insights from the study can guide future research on mental health CA use behavior. It can also serve as a guideline for designers in developing new services or streamlining their existing service offerings to meet customer expectations. It will also aid healthcare policymakers and regulatory institutions, in integrating these mental healthcare CAs into formal healthcare delivery systems.
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